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ABSTRACT

A parametric representation of a multi-channel audio signal having parameters suited to be used together with a monophonic downmix signal to calculate a reconstruction of the multi-channel audio signal can efficiently be derived in a stereo-backwards compatible way when a parameter combiner is used to generate the parametric representation by combining a one or more spatial parameters and a stereo parameter resulting in a parametric representation having a decoder usable stereo parameter and an information on the one or more spatial parameters that represent, together with the decoder usable stereo parameter, the one or more spatial parameters.
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STEREO COMPATIBLE MULTI-CHANNEL AUDIO CODING

CROSS-REFERENCE TO RELATED APPLICATION

This application is a continuation of copending International Application No. PCT/EP05/011663, filed Oct. 31, 2005.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to multi-channel audio coding and in particular to a concept of generating and using a parametric representation of a multi-channel audio signal that is fully backwards compatible to parametric stereo playback environments.

2. Description of the Related Art

The present invention relates to coding of multi-channel representations of audio signals using spatial audio parameters in a manner that is compatible with coding of 2-channel stereo signals using parametric stereo parameters. The present invention teaches new methods for efficient coding of both spatial audio parameters and parametric stereo parameters and for embedding the coded parameters in a bitstream in a backward compatible manner. In particular it aims at minimizing the overall bitrate for the parametric stereo and spatial audio parameters in the backward compatible bitstream without compromising the quality of the decoded stereo or multi-channel audio signal. When a slightly compromised quality of the decoded stereo signal is acceptable, the overall bitrate can be reduced even further.

Recently, multi-channel audio reproduction techniques are becoming more and more important. Aiming at an efficient transmission of multi-channel audio signals having 5 or more separate audio channels, several ways of compressing a stereo or multi-channel signal have been developed. Recent approaches for the parametric coding of multi-channel audio signals (parametric stereo (PS), Binaural Cued Coding (BCC) etc.) represent a multi-channel audio signal by means of a down-mix signal (could be monophonic or comprise several channels) and parametric side information, also referred to as “spatial cues”, characterizing its perceived spatial sound stage.

A multi-channel encoding device generally receives—as input—at least two channels, and outputs one or more carrier channels and parametric data. The parametric data is derived such that, in a decoder, an approximation of the original multi-channel signal can be calculated. Normally, the carrier channel (channels) will include subband samples, spectral coefficients, time-domain samples, etc., which provide a comparatively fine representation of the underlying signal, while the parametric data do not include such samples of spectral coefficients but include control parameters for controlling a certain reconstruction algorithm instead. Such a reconstruction could comprise weighting by multiplication, time shifting, frequency shifting, phase shifting, etc. Thus, the parametric data includes only a comparatively coarse representation of the signal or the associated channel.

The binaural cue coding (BCC) technique is described in a number of publications, as in “Binaural Cue Coding applied to Stereo and Multi-Channel Audio Compression”, C. Faller, F. Baumgarte, AES convention paper 5574, May 2002, Munich, in the 2 ICASSP publications “Estimation of auditory spatial cues for binaural cue coding”, and “Binaural cue coding: a normal and efficient representation of spatial audio”, both authored by C. Faller, and F. Baumgarte, Orlando, Fla., May 2002.

In BCC encoding, a number of audio input channels are converted to a spectral representation using a DFT (Discrete Fourier Transform) based transform with overlapping windows. The resulting uniform spectrum is then divided into non-overlapping partitions. Each partition has a bandwidth proportional to the equivalent rectangular bandwidth (ERB). Then, spatial parameters called ICLD (Inter-Channel Level Difference) and ICTD (Inter-Channel Time Difference) are estimated for each partition. The ICLD parameter describes a level difference between two channels and the ICTD parameter describes the time difference (phase shift) between two signals of different channels. The level differences and the time differences are normally given for each channel with respect to a reference channel. After the derivation of these parameters, the parameters are quantized and finally encoded for transmission.

Although ICLD and ICTD parameters represent the most important sound source localization parameters, a spatial representation using these parameters can be enhanced by introducing additional parameters.

A related technique, called “parametric stereo” describes the parametric coding of a two-channel stereo signal based on a transmitted mono signal plus parameter side information. There are several types of spatial parameters, referred to as inter-channel intensity difference (IDDs), inter-channel phase differences (IPDs), and inter-channel coherence (IC) are introduced. The extension of the spatial parameter set with a coherence parameter (correlation parameter) enables a parameterization of the perceived spatial “diffuseness” or spatial “compactness” of the sound stage. Parametric stereo is described in more detail in: “Parametric Coding of stereo audio”, J. Breebaart, S. van de Par, A. Kohlrausch, E. Schuijers (2005) EURASIP J. Applied Signal Proc. 9, pages 1305-1322”, in “High-Quality Parametric Spatial Audio Coding at Low Bitrates”, J. Breebaart, S. van de Par, A. Kohlrausch, E. Schuijers, AES 116th Convention, Preprint 6072, Berlin, May 2004, and in “Low Complexity Parametric Stereo Coding”, E. Schuijers, J. Breebaart, H. Purnhagen, J. Engeldag, AES 116th Convention, Preprint 6073, Berlin, May 2004.

As mentioned above, systems for parametric stereo coding as well as for spatial audio coding have been developed recently. As in parametric stereo a two-channel stereo audio signal is represented by means of a mono downmix audio signal and additional side information that carries stereo parameters (see PCT/802/01372 “Efficient and scalable Parametric Stereo Coding for Low Bitrate Audio Coding Applications”), a legacy parametric stereo decoder reconstructs a two-channel stereo signal from the mono signal and the side information.

In spatial audio coding schemes, a multi-channel surround audio signal is represented by means of a mono or stereo downmix audio signal and additional side information that carries spatial audio parameters. A widely known example is the 5.1 channel configuration used for home entertainment systems.

A legacy spatial audio decoder reconstructs the 5.1 multi-channel signal based on the mono or stereo signal and the additional spatial audio parameters.

Typically downmix signals employed in parametric stereo or spatial audio coding systems are additionally encoded, using low bit rate perceptual audio coding techniques (like MPEG AAC) to further reduce the required transmission bandwidth for transmission of the different signal types. Furthermore the downmix signal is normally combined with the
parametric stereo or with the spatial audio side information in a bitstream in a way, that assures backward compatibility with legacy decoders, that is with decoders that are not operative to process the parametric stereo or spatial audio parameters. In this way, a legacy audio decoder only reconstructs the mono or stereo downmix signal transmitted. When a decoder implementing parametric stereo or spatial audio coding is used, the decoder will also recover the side information embedded in the bitstream and reconstruct the full two-channel stereo or 5.1 channel surround signal.

When spatial audio coding is used based on a mono downmix signal it is furthermore desirable to increase the backwards compatibility by providing a signal such that not only a legacy perceptual audio decoder can derive the mono downmix signal, but that additionally a parametric stereo decoding of such a bitstream is possible for a parametric stereo decoder that does not support spatial audio decoding. To achieve this goal, it is necessary to include both information, the parametric stereo side information and the spatial audio side information in the bitstream. This obvious approach leads to an undesirably high amount of side information within the bitstream. That would mean for a scenario where a total maximum bit rate has to be maintained to convey the mono signal and the side information, that an increase in side information would lead to less data rate available for the perceptually encoded mono downmix, which obviously reduces the audio quality of the decoded mono downmix signal.

Another prior art approach of simultaneously including both the parametric stereo and spatial audio parameters and the side information, requires a set of spatial audio parameters that are structured such, that a subset of these parameters permits to reconstruct a two-channel stereo signal from the mono downmix signal. This subset is embedded as parametric side information within the bitstream in a way compatible with parametric stereo bit streams, while remaining spatial audio parameters that do not belong to the subset are embedded as spatial audio side information in the bitstream compatible with spatial audio coders. On the decoder side, a decoder implementing only parametric stereo will reconstruct a two-channel stereo signal based on the subset of parameters that are embedded as parametric stereo side information. On the other hand, a decoder implementing spatial audio will recover the parametric stereo subset and the remaining spatial audio parameters. With this complete set of spatial parameters, the multi-channel channel signal can be reconstructed.

This approach, however, has the drawback that it compromises the audio quality of either the backward compatible parametric stereo reconstruction or the multi-channel reconstruction. This is evident, since in the first case, the subset of parameters that are also used as spatial audio parameters describes the interrelation between two channels of a 5.1 signal. The most natural choice would be the left-front (l) and the right-front (r) channel, which, however, can differ substantially from the correct values for the relationship of the left (l0) and right (r0) channels of a stereo downmix. In the second case the correct values of a stereo downmix form said first subset, which means that they are used to describe an interrelation between the left-front and the right-front channel of a multi-channel surround signal. This, however, can lead to a significant imperfection of the spatial audio reconstruction due to quantization of the parameters, which is required, in order to embed them in the bitstream in a multi-channel compatible way.

SUMMARY OF THE INVENTION

It is the object of the present invention to provide a concept for creating and using a parametric representation of a multi-channel audio signal that allows for a more efficient representation hardly compromising neither the quality of a parametric stereo reconstruction nor the quality of a spatial audio reconstruction.

In accordance with a first aspect, the present invention provides a multi-channel audio decoder for processing a parametric representation, wherein the parametric representation has information on one or more spatial parameters describing spatial properties of a multi-channel signal and a stereo parameter describing spatial properties of a stereo downmix of the multi-channel signal, wherein the information on the one or more spatial parameters and the stereo parameter, when combined using a combination rule, results in one or more spatial parameters, the decoder having: a parameter reconstructor for combining the stereo parameter and the information on the one or more spatial parameters using the combination rule to obtain the one or more spatial parameters.

In accordance with a second aspect, the present invention provides an encoder for deriving a parametric representation of a multi-channel audio signal, the parametric representation having parameters suited to be used together with a monophonic downmixed signal, the encoder having: a spatial parameter calculator for calculating a one or more spatial parameters describing spatial properties of the multi-channel signal; a stereo parameter calculator for calculating a stereo parameter describing spatial properties of a stereo downmix signal derived from the multi-channel signal; and a parameter combiner for generating the parametric representation by combining the one or more spatial parameters and the stereo parameters using a combination rule, wherein the parameter combiner is operative to use a combination rule resulting in a decoder usable stereo parameter and an information on the one or more spatial parameters, which represents, together with the decoder usable stereo parameter, the one or more spatial parameters.

In accordance with a third aspect, the present invention provides a method for processing a parametric representation, wherein the parametric representation has information on one or more spatial parameters describing spatial properties of a multi-channel signal and a stereo parameter describing spatial properties of a stereo-downmix of the multi-channel signal, wherein the information on the one or more spatial parameters and the stereo parameters, when combined using a combination rule, results in one or more spatial parameters, the method having the steps of: combining the stereo parameter and the information on the one or more spatial parameters using the combination rule to obtain the one or more spatial parameters.

In accordance with a fourth aspect, the present invention provides a method for deriving a parametric representation of a multi-channel audio signal, the parametric representation having parameters suited to be used together with a monophonic downmixed signal, the method having the steps of: calculating a one or more spatial parameters describing spatial properties of the multi-channel signal; calculating a stereo parameter describing spatial properties of a stereo downmix signal derived from the multi-channel signal; and generating the parametric representation by combining the one or more spatial parameters and the stereo parameter using a combination rule, wherein the combination rule results in a decoder usable stereo parameter and in information on the one or more spatial parameters, which represents, together with the decoder usable stereo parameter, the one or more spatial parameters.

In accordance with a fifth aspect, the present invention provides a parametric representation of a multi-channel audio signal, the parametric representation having parameters.
suited to be used together with a monophonic downmix signal, wherein the parametric representation is having a decoder usable stereo parameter describing spatial properties of a stereo downmix of the multi-channel signal and information on a one or more spatial parameters generated by combining a one or more spatial parameters describing spatial properties of the multi-channel audio signal and the stereo parameter such that the information on the one or more spatial parameters represents, together with the decoder usable stereo parameter, the one or more spatial parameters.

In accordance with a sixth aspect, the present invention provides a computer readable storage medium having stored thereon the above-mentioned parametric representation of a multi-channel audio signal.

In accordance with a seventh aspect, the present invention provides a transmitter or audio recorder having the above-mentioned encoder for deriving a parametric representation of a multi-channel audio signal.

In accordance with an eighth aspect, the present invention provides a receiver or audio player having the above-mentioned encoder for deriving a parametric representation of a multi-channel audio signal.

In accordance with a ninth aspect, the present invention provides a method of transmitting or audio recording, the method having the above-mentioned method for deriving a parametric representation of a multi-channel audio signal.

In accordance with a tenth aspect, the present invention provides a method of receiving or audio playing, the method having the above-mentioned method for processing a parametric representation.

In accordance with an eleventh aspect, the present invention provides a transmission system having a transmitter and a receiver; the transmitter having the above-mentioned encoder for deriving a parametric representation of a multi-channel audio signal, and the receiver having the above-mentioned multi-channel audio decoder.

In accordance with a twelfth aspect, the present invention provides a method of transmitting and receiving, the method including a transmitting method having the above-mentioned method for deriving a parametric representation of a multi-channel audio signal; and a receiving method, having the above-mentioned method for processing a parametric representation.

In accordance with a thirteenth aspect, the present invention provides a computer program for performing, when running on a computer, one of the above-mentioned methods.

The present invention is based on the finding that a parametric representation of a multi-channel audio signal having parameters suited to be used together with a monophonic downmix signal can efficiently be derived in a backwards compatible way when a parameter combiner is used to generate the parametric representation by combining a set of spatial parameters and a stereo parameter resulting in a parametric representation having a decoder usable stereo parameter and an information on the set of spatial parameters that represents, together with the decoder usable stereo parameter, the set of spatial parameters.

By using an interrelation between the spatial parameters and the stereo parameters that are describing a stereo downmix of the same multi-channel audio signal also described by the spatial parameters, one can advantageously predict a subset of the spatial parameters based on the parametric stereo parameters.

Since the two-channel stereo signal described by the stereo parameters represents some form of a stereo-downmix of the 5.1 multi-channel signal, there are dependencies between the stereo parameters of the parametric stereo system and the spatial parameters of the spatial audio coding system, as mentioned above. The present invention uses these stereo parameters in combination with a subset of the spatial audio parameters to predict the values of the remaining spatial audio parameters not enclosed in said subset. Then, only the difference between the predicted and the actual values of the spatial audio parameters not in the subset needs to be conveyed. The entropy of this difference (i.e., the prediction error) is typically less than the entropy of the actual parameter itself. This may be used by a system employing the present invention and some sort of subsequent entropy coding. Such a system requires less side information bit rate for the parametric stereo and spatial audio parameters than a system that would simply embed all parameters independently. It is to be noted that at the same time, such a system employing the present invention does neither compromise the quality of the parametric stereo reconstruction nor the quality of the spatial audio reconstruction.

As it is the goal to provide a parametric representation that is backwards compatible to parametric stereo decoders, it is preferred that the correct parameters representing the stereo-downmix should be used in order not to compromise the quality of the two-channel stereo signal reconstructed from a parametric stereo decoder. Nevertheless, in an alternative embodiment of the present invention, a small modification of the parametric stereo parameters is employed in the decoder, based on the estimated spatial parameters, in order to improve the performance of the parameter prediction for the spatial audio parameters. It is clear that this modification of the parametric stereo (PS) parameters leads to a slightly reduced quality of the stereo signal reconstructed by a decoder only implementing parametric stereo decoding. By this embodiment of the present invention, the quality of the reconstructed spatial audio signal remains unaffected by the PS parameter modification, while the overall bit rate required for the PS and spatial side information embedded in a compatible bitstream is reduced.

In a preferred embodiment of the present invention, an encoder for deriving a parametric representation of a multi-channel audio signal is used that generates a bitstream, in which spatial audio parameters as well as parametric stereo parameters of a stereo downmix of the multi-channel signal are embedded in a fully backwards compatible way. That is, a parametric stereo decoder able to process parametric stereo parameters only, will be able to reconstruct a high quality stereo signal using the parametric stereo parameters. Furthermore, the inventive encoder replaces some of the spatial parameters by a differential representation of the actual spatial parameters and a prediction of the spatial parameter, whereas the prediction of the spatial parameter is based on the stereo parameters and on a set of the spatial audio parameters not replaced. Since both the spatial audio parameter representation as well as the parametric stereo representation parameters describe level differences and correlation between channel pairs, there is an interrelation between the spatial audio parameters and the stereo parameters, as both of them are derived from the same data basis, i.e., the multi-channel signal. Hence, by using the difference between the prediction and the real value for transmission, bit rate can be saved, since the differences normally have an entropy that is much smaller than the entropy of the underlying spatial audio parameter. When the prediction is perfect the difference of the prediction and the real value is obviously zero, which means that as representation of the replaced spatial parameters only zero values have to be transmitted or stored within the parametric representation, which is most advantageous when further entropy coding steps are performed on the representation, as it is usually the case.
By using the concept described above, an inventive encoder or decoder has the obvious advantage that despite the backwards compatible transmission of spatial audio and parametric stereo parameters without loss in precision, the bit rate can be decreased in comparison to a scenario, where the spatial audio parameters and parametric stereo parameters are simply transmitted independently within a bitstream.

In a further embodiment of the present invention, a small change is applied to the parametric stereo parameters prior to the prediction of the spatial parameters and the transmission of the altered spatial parameters. This has the great advantage that the stability of the prediction can be improved by the small change of the parametric stereo parameters and, hence, the overall bit rate can be further decreased. The cost is a small degradation in the quality of a stereo upmix reconstructed using the modified stereo parameters, since the actually optimal parametric stereo parameters are changed within the encoding process.

In a further embodiment of the present invention, an inventive audio encoder comprises a spatial downmixer to generate a monophonic signal from a multi-channel signal input into the encoder. The monophonic signal is further compressed by an audio encoder, using e.g. perceptual audio compression, to further decrease the bit rate the monophonic downmix signal uses during transmission. A bitstream generator finally generates a bitstream to combine the mono signal, the spatial audio parameters and the parametric stereo parameters into a single, parametric stereo compatible bitstream.

In a further embodiment of the present invention, a parametric encoder or decoder comprises a control unit, allowing for a further decrease of the required bit rate. This is achieved by comparing the bit rate needed by the differential representation of the spatial parameters generated by using the difference of the actual spatial parameter and a prediction of the same with the bit rate needed for directly encoding the spatial parameters. Encoding is performed by means of a two-step encoding procedure, firstly comprising time and/or frequency differential encoding of each parameter individually, and a subsequent entropy encoding (using e.g. a Huffman encoder, an arithmetic encoder or a run-length encoder). This process exploits predictability (or redundancy) for each parameter based on its own history (as compared to prediction across parameter sets as described above). In the cases where the differential predictive encoding results in a higher bit rate, further bit rate can be saved by directly transmitting the spatial parameters for given time frames. The decision, which strategy was chosen, can either be transmitted within the bit stream to be processed on the decoder side or the decoder may decide without notification, which strategy had originally been used by applying appropriate detection algorithms.

As already mentioned, a signal generated according to the present invention has the great advantage of being backwards compatible to a parametric stereo decoder and furthermore holding the information required for the reproduction of a full spatial (surround) signal when transmitted to an inventive decoder.

Therefore, an inventive decoder receiving the parametric stereo parameters and the spatial audio parameters can reconstruct a full set of spatial parameters by applying the same prediction and reverse transformation of the differentially transmitted spatial audio parameters to derive the full set of spatial audio parameters representing the spatial property of a multi-channel signal from an inventive bitstream.

In other words, the combination rule used to combine the parametric stereo parameters and the received spatial audio parameters to reconstruct a full set of spatial parameters is the inverse of the rule applied at an encoder side. In the case of differential encoding as mentioned above, this would mean, that first the prediction of the desired parameter is calculated using one or more of the parametric stereo parameters and one or more of the received spatial audio parameters. Then, the sum between the predicted value and the transmitted value is computed, this sum being the desired parameter of the full set of spatial parameters.

In a further embodiment of the present invention, an inventive decoder is able to also reconstruct a stereo representation of the multi-channel signal using the high quality parametric stereo parameters. This has the great advantage that an inventive decoder can be configured according to the needs, i.e. when only a stereo playback environment is available, a high quality stereo signal can be reproduced by an inventive decoder, whereas, when a multi-channel playback environment is at hand, the multi-channel representation of the signal may be reproduced to allow for the enjoyable listening to surround sound.

In a further embodiment of the present invention, an inventive decoder is comprised within a transmitter or audio encoder, allowing for bit rate saving storage or transmission of an audio signal, that may be reproduced with excellent quality either as a stereo signal or as full surround signal. In a further embodiment of the present invention, an inventive decoder is comprised within a receiver or audio player, allowing to receive or playback signals using different loudspeaker setups, wherein the audio signal can be reproduced in the representation fitting the existing playback environment best.

Summarizing, the present invention comprises the following advantageous features:
- compatible coding of multi-channel audio signals, including;
- at the encoder side, downmixing the multi-channel signal to a one channel representation;
- at the encoder side given said multi-channel signal, definition of parameters representing the multi-channel signal;
- at the encoder side given said multi-channel signal, definition of parameters representing a stereo downmix of the multi-channel signal;
- at the encoder side, embedding both sets of parameters in a bitrate efficient and backward compatible manner in a bitstream, at the decoder side, extracting the embedded parameters from a bitstream, at the decoder side, reconstructing parameters representing a multi-channel signal from the parameters extracted from the bitstream,
- at the decoder side, reconstructing the multi-channel output signals given the parameters reconstructed from the bitstream data, and said downmixed signal;
- embedding the parameters representing a stereo downmix in the bitstream, such that they can be decoded by a (legacy) decoding method that only supports parametric stereo decoding
- splitting the set of parameters representing the multi-channel signal in a first subset and a second subset;
- predicting of the values in said first subset of parameters based on said second subset of parameters and based on the parameters that represent a stereo downmix of the multi-channel signal;
- a controlling mechanism that automatically selects whether the first subset of parameters is encoded directly or whether only the differences relative to the predicted parameter values are encoded.
modification of the parameters that represent a stereo downmix, where both the original parameters representing the multi-channel signal and the original parameters representing the stereo downmix are used as basis to derive the modified parameters; a look-up table being used to find said predicted parameter values; a polynomial function being used to find said predicted parameter values; a mathematical function derived from the method employed to generate the stereo downmix being used to find said predicted parameter values.

**BRIEF DESCRIPTION OF THE DRAWINGS**

These and other objects and features of the present invention will become clear from the following description taken in conjunction with the accompanying drawings, in which:

FIG. 1 is a block diagram of an inventive encoder;
FIG. 2 is a generated bitstream according to the present invention;
FIG. 3 is a further embodiment of an inventive encoder;
FIG. 4 is details of the inventive encoder of FIG. 3;
FIG. 5 is an inventive decoder;
FIG. 6 is a preferred embodiment of an inventive multichannel decoder;
FIG. 7 is details of the inventive multi-channel decoder of FIG. 6;
FIG. 8 is the backwards compatibility of an inventive signal;
FIG. 9 is a transmitter or audio recorder having an inventive encoder;
FIG. 10 is a receiver or audio player having an inventive multi-channel decoder; and
FIG. 11 is a transmission system.

**DESCRIPTION OF THE PREFERRED EMBODIMENTS**

The below-described embodiments are merely illustrative for the principles of the present invention for improved parametric stereo compatible coding of spatial audio. It is understood that modifications and variations of the arrangements and the details described herein will be apparent to others skilled in the art. It is the intent, therefore, to be limited only by the scope of the impending patent claims and not by the specific details presented by way of description and explanation of the embodiments herein.

FIG. 1 shows an inventive encoder 10 for deriving a parametric representation 12 of a multi-channel audio signal. The encoder 10 is comprising a spatial parameter calculator 14, a stereo parameter calculator 16 and a parameter combiner 18. The spatial parameter calculator 14 calculates a set of spatial parameters 20 describing the spatial properties of a multi-channel signal. The stereo parameter calculator 16 is calculating stereo parameters 22 describing spatial properties of a stereo downmix of the multi-channel signal. The set of spatial parameters 20 and the stereo parameters 22 are transferred to the parameter combiner 18 that is deriving the parametric representation 12, which comprises a decoder usable stereo parameter 24 and an information on the set of spatial parameters 26.

FIG. 2 is showing an example for a backwards compatible bitstream being the parametric representation of a multi-channel audio signal as produced by an inventive encoder according to FIG. 1. The bitstream is comprising a stereo parameter section 30 and a spatial parameter section 32. The stereo parameter section 30 is having a stereo header 34 at the beginning of the stereo parameter section 30, followed by two decoder usable stereo parameters 36a and 36b, that would be used by a parametric stereo decoder to reconstruct the stereo signal. A decoder being able to process parametric stereo parameters only would identify the parametric stereo parameters 36a and 36b by the information comprised in the stereo header 34.

The spatial audio section 32 begins with a spatial header 38 and comprises four spatial audio parameters 40a to 40d. A multi-channel decoder according to the present invention would use the spatial parameters 40a to 40d by identifying them with the help of the spatial header 38 as well as the stereo parameters 36a and 36b as identified by the stereo header 34.

As indicated in FIG. 2, the spatial parameter 40a consumes less bitrate than the spatial parameters 40b to 40d. In the example shown in FIG. 2, the spatial parameter 40a is represented by the difference of the underlying original spatial parameter, and a predicted spatial parameter derived using one or more of the stereo parameters 36a or 36b and one or more of the spatial audio parameters 40b to 40d. An inventive multi-channel decoder would therefore need to use both the stereo parameters 36a and 36b and the spatial parameters 40b to 40d to reconstruct the spatial parameter underlying the information on the spatial parameter 40a that is transmitted in the bitstream.

FIG. 3 is showing a preferred embodiment of an inventive encoder 52 for deriving a parametric representation of a multi-channel audio signal 50, that is having three channels, a left channel l, a right channel r and a center channel c.

The inventive encoder 52 is comprising a spatial downmixer 54, a spatial parameter estimator 56, a stereo downmixer 58, a parametric stereo parameter estimator 60, an audio encoder 62, a parameter combiner (joint encoding block) 64 and a bitstream calculator (multiplexer) 66.

The spatial downmixer 54, the spatial parameter estimator 56 and the stereo downmixer 58 receive as an input the multi-channel signal 50. The spatial downmixer 54 creates a monophonic downmix signal 68 from the multi-channel signal 50; the spatial parameter estimator 56 derives spatial parameters 70 describing spatial properties of the multi-channel signal, and the stereo downmixer 58 creates a stereo downmix signal 72 from the multi-channel signal 50.

The stereo downmix signal 72 is input to the parametric stereo parameter estimator 60, which derives stereo parameters 74 from the stereo downmix signal describing spatial properties of the stereo downmix signal 72. The monophonic downmix signal 68 is input into the audio encoder 62 that derives an audio bitstream 76 representing the monophonic downmix signal 68 by means of encoding, using for example perceptual audio encoding techniques. The parameter combiner 64 receives as an input the spatial parameters 70 as well as the parametric stereo parameters 74 and derives as an output decoder usable stereo parameters (parametric stereo side information) 78 and information on the spatial parameters (spatial side info) 80 by replacing sets of spatial parameters by the difference of a prediction of the spatial parameters and the spatial parameters themselves. This will be described in more detail by the following Figure.

The bitstream calculator 66 finally receives as an input the audio bitstream 76, the information on the set of spatial parameters 80 and the decoder usable stereo parameters 78 and combines said input into a parametric stereo compatible bitstream 82, that could for example comprise segments of parameters as detailed in FIG. 2.

The bit stream calculator 66 can be a simple multiplexer. Nonetheless other means to combine the three inputs into
compatible bitstream may also be implemented to derive a bitstream according to the present invention.

In other words, FIG. 3 illustrates an encoder that takes a multi-channel audio signal, comprising the channels l, r, and c, as input and generates a compatible bitstream that permits decoding by a spatial decoder as well as backward-compatible decoding by a PS decoder. The spatial downmix takes the multi-channel signal l, r, c and generates a mono downmix signal m. This signal can then be encoded by an optional perceptual audio encoder to produce a compact audio bitstream representing the mono signal. The spatial parameter estimation takes the multi-channel signal l, r, c as input and generates a set of quantized spatial parameters. These parameters can be a function of time and frequency. The downmix to stereo produces a 2-channel stereo downmix l0, r0 of the multi-channel signal, for example using the ITU-R downmix equations or alternative approaches. The parametric stereo (PS) parameter estimation takes this stereo downmix as input and generates a set of quantized PS parameters, which can be a function of time and frequency. The joint encoding block takes both the spatial parameter and the PS parameter as input and produces the parametric stereo side information (PS side info) and the spatial side info. Finally, a multiplexer takes the audio bitstream and both the spatial and PS side info bitstreams as input and embeds the side information in such a way in the bitstream that backward compatible decoding by legacy decoder (only implementing PS) is possible.

FIG. 4 details the parameter combiner 64 shown in FIG. 3. The parameter combiner 64 is having a parameter splitter 90, a parametric stereo parameter modifier 92, a spatial parameter predictor 94, a combiner 96, a control unit 98, a spatial parameter assembler 100 and a first differential encoder 102, a second differential encoder 104, a third differential encoder 106a and a fourth differential encoder 106b.

The parameter combiner 64 receives as input the spatial parameters 70 and the parametric stereo parameters 74. The parametric stereo parameters 74 are input into the parametric stereo parameter modifier 92 at a first input of the same, and the spatial parameters 70 are input into the parametric stereo parameter modifier 92 at a second input. The spatial parameters 70 are furthermore input into the parameter splitter 90. The parametric stereo parameter modifier 92 is an optional device, that may be used to derive decoder usable stereo parameters 110 by modifying the parametric stereo parameters 74 using information of the spatial parameters 70.

The parameter splitter 90 divides the spatial parameters 70 into a first subset 112 of the spatial parameters and in to a second subset 114 of the spatial parameters, wherein the first subset 112 is the subset of the spatial parameters that may be replaced by a differential prediction within the final parametric representation of the multi-channel signal.

As the prediction of the parameters within the first subset is performed using the decoder usable stereo parameters 110 and the second subset 114 of the spatial parameters both the decoder usable parameters 110 and the second subset of spatial parameters 114 are input into the spatial parameter predictor 94. The spatial parameter predictor 94 is deriving predicted parameters 116 using the decoder usable parametric stereo parameters 110 and the second subset of the spatial parameters 114. The predicted parameters 116 are a prediction of the parameters of the first subset 112 and are to be compared with the parameters of the first subset 112.

Therefore, the difference of the predicted parameters 116 and the first subset of parameters 112 is computed parameter-wise by the combiner 96, that is such deriving difference parameters 118. The first subset of parameters 112 is input into the third differential encoder 106a that differentially encodes the first subset of parameters either by applying differential encoding in time or in frequency. The differential parameters 118 are input into the fourth differential encoder 106b.

According to the preferred embodiment of the present invention shown in FIG. 4, the differentially encoded representation of the first subset 112 is compared to the differentially encoded representation of the differential parameters 118 by the control unit 98 to estimate, which representation requires more bits within a bitstream. The control unit 98 controls a switch 120, to supply that representation of the first subset 112 to the spatial parameter assembler 100 that requires less bits, whereas the information which representation was used is additionally transferred from the control unit 98 to the spatial parameter assembler 100.

The second subset 114 of the spatial parameters is also differentially encoded by the second differential encoder 104, and the differentially encoded representation of the second subset 114 is input into the spatial parameter assembler 100, that is such having the full information on the spatial parameters 70. The spatial parameter assembler 100 finally derives the information on the spatial parameters 80 by reassembling the representations of the first subset 112 and the second subset 114 into the information on the spatial parameters 80 that is holding the full information on the spatial parameters 70.

The final information on the set of spatial parameters 80 is, therefore comprising a second subset of spatial parameters that are unmodified despite a differential encoding of the same and a representation of the first subset of spatial parameters, that may either be the differentially encoded representation of the first subset 112 directly or a differentially encoded representation of differential parameters 118, depending on which representation requires less bit rates.

The decoder usable parametric stereo parameters 78 that are derived by an inventive parameter combiner 64, are derived by the first differential encoder 102. The first differential encoder 102 receives as input the modified parametric stereo parameters 110 and derives the decoder usable parametric stereo parameters 78 by differentially encoding the modified parametric stereo parameters 110.

In other words, FIG. 4 illustrates the joint encoding block which takes both the spatial parameter and the PS parameter as input and generates both the spatial side info and the PS side info. An optional PS parameter modification block takes both the spatial parameter and the PS parameter as input and generates modified PS parameter. This permits to achieve better prediction of spatial parameter at the cost of compromising the quality of the 2-channel stereo signal reconstructed from the modified PS parameter. If the PS parameter modification block is not employed, the incoming PS parameter directly serve as input to the spatial parameter prediction block and to the PS encoding. The (modified) PS parameter set can be encoded using time-differential (dt) or frequency-differential (df) encoding, i.e., coding of differences of subsequent parameters in time or frequency direction respectively, and Huffman encoding, i.e., lossless entropy coding, in order to minimize the number of bits required to represent the parameter set. The parameter split block separates the set of spatial parameter in a second subset that is encoded directly and a complementary first subset that contains all remaining parameters and which can be encoded utilizing parameter prediction. The spatial parameter prediction block takes the second subset of the spatial parameter and the (modified) PS parameter as input and calculates predicted values for the first subset of the spatial parameter. These predicted values are
then subtracted from the actual values of the spatial parameters in the first subset, resulting in a set of prediction error values.

The second parameter subset can be encoded using time or frequency-differential encoding and Huffman encoding in order to minimize the number of bits required to represent the parameter subset. The first parameter subset can be encoded using time or frequency-differential encoding and Huffman encoding in order to minimize the number of bits required to represent the parameter subset. The prediction error values for the first parameter subset can be encoded using time or frequency-differential encoding and Huffman encoding in order to minimize the number of bits required to represent the parameter subset. A control block selects either whether first parameter subset should be encoded directly or whether the prediction error should be encoded in order to minimize the number of bits required to represent the first parameter subset. This selection can be done individually for each parameter in the subset. The actual selection decision can either be conveyed as side information in the bitstream or can be based on rules that are part of the spatial parameter prediction. In the latter case, this decision does not have to be conveyed as side information. Finally, a multiplexer combines all encoded data to form the spatial side info.

To use the inventive concept of encoding or decoding, different implementations of the prediction of the parameters are feasible. Generally, one has the possibility to use an appropriately designed look-up table to derive a prediction of the first subset of the spatial parameters from the stereo parameters and the second subset of the spatial parameters or one could alternatively apply an analytic function to derive the predicted parameters based on the knowledge of the specific downmix processes and the ways the spatial parameters and the stereo parameters are derived. The following paragraphs give an overview of some specific examples of achieving an appropriate prediction. This overview is based on a multi-channel signal having three channels,

L: Left,
C: Center,
R: Right,

which is to be considered as an example only. The presented principles apply correspondingly also to other channel configurations. For example, in case of a 5.1 channel configuration, the Left Front and Left Surround channel can be combined using a parametric stereo module to form the left signal (L), the Right Front and Right Surround channel can be combined using a parametric stereo module to form the right signal (R), and the Center Front and Low Frequency Enhancement channel can be combined using a parametric stereo module to form the center signal (C).

The following description discusses the spatial parameter prediction block in more detail. The 2 channels of the stereo downmix signal are denoted:

\( l \): Left Downmix,
\( r \): Right Downmix,

and the mono downmix is denoted

\( m \): Mono Downmix.

The prediction block outputs predicted values \( \hat{s}_1, \hat{s}_2, \ldots, \hat{s}_k \) of the first K quantized spatial parameters \( s_1, s_2, \ldots, s_k \) (i.e., a first subset of the spatial parameters), given the quantized modified or unmodified PS parameters \( p_1, p_2 \) and a second subset \( s_{K+1}, s_{K+2}, \ldots, s_N \) of the remaining quantized spatial parameters.

In the most general sense, it consists of a tabulated function (look-up table)

\[
(\hat{s}_1, \ldots, \hat{s}_k) = F(p_1, p_2, s_1, s_2, \ldots, s_k)
\]

(1)

The difference signal is then equal to the prediction error

\[
(\hat{e}_1, \ldots, \hat{e}_k) = (s_1 - \hat{s}_1, \ldots, s_k - \hat{s}_k)
\]

(2)

A first design method is to let \( F \) be a tabulated function or a multivariate polynomial chosen so as to minimize the prediction error in the least squares sense over a large database of parameters. Alternatively, \( F \) can be chosen so as to minimize the resulting bitrate required to represent the first subset of spatial parameters, where a large database of parameters is used as training data to find the optimal \( F \) in this sense. Before use in the prediction unit, such a tabulated function or polynomial can be followed by a rounding or quantization operation in order to produce integer results.

An important special case of this is the use of a linear prediction where \( F \) is a polynomial of degree one.

A second class of predictor designs are those that take into account the actual parameter structure used. In the preferred embodiment of the invention, \( K = 2 \) and \( N = 4 \), and the parameters convey information according to:

\( p_1: iid_0 \) Interchannel intensity difference (IID) between channels \( l \) and \( r \);
\( p_2: icc_0 \) Interchannel coherence or cross-correlation (ICC) between channels \( l \) and \( r \);
\( s_1: iid_1 \) Interchannel intensity difference (IID) between channels 1 and \( r \);
\( s_2: icc_1 \) Interchannel coherence or cross-correlation (ICC) between channels 1 and \( r \);
\( s_3: iid_2 \) Interchannel intensity difference (IID) between channels 1 and \( r \) and c;
\( s_4: icc_2 \) Interchannel coherence or cross-correlation (ICC) between channels 1 and \( r \) and c.

The first example of such a design is a special case of the linear predictor design above and consists of simply putting

\[
\hat{s}_1 = p_1, \hat{s}_2 = p_2
\]

(3)

This simple predictor has the advantage that it result in a more stable prediction error (rather than a minimal prediction error) which is well suited for the time-differential or frequency-differential coding of said prediction error. This is true for all predictors like polynomials mentioned above.

The second example is based on the assumption that the stereo downmix is produced by

\[
l_0 = q_l + q_r, \quad r_0 = q_r - q_l,
\]

(4)

with a known center channel gain \( q_c \) (typically \( 1 \) or \( 1/\sqrt{2} \)). All signals l,r,c are finite length vectors typically resulting from a time and frequency interval of subband samples from a complex modulated filter bank analysis of time signals. For complex vectors x,y, the complex inner product and squared norm is defined by

\[
(x, y) = \sum_n x(n)\overline{y(n)},
\]

(5)

\[
X = \|x\|^2 = (x, x) = \sum_n |x(n)|^2,
\]

\[
Y = \|y\|^2 = (y, y) = \sum_n |y(n)|^2,
\]

where the star denotes complex conjugation. The linear and non-quantized versions of the IID parameters are then assumed to be obtained by

\[
P_1 = \sqrt{\frac{L_0}{R_0}},
\]

(6)
For the ICC parameters, in the case of cross-correlation, the formulas are

\[
P_2 = \frac{\text{Re}(L_{\text{xy}}, R_{\text{xy}})}{\sqrt{\text{Re}(L_{\text{xy}}) \cdot \text{Re}(R_{\text{xy}})}}.
\]

(7)

\[
S_2 = \frac{\text{Re}(L, R)}{\sqrt{L \cdot R}}.
\]

(8)

\[
S_4 = \frac{\text{Re}(p + r, c)}{\|p + r\|_2}.
\]

(9)

In the case of coherence, the real value operations are replaced with absolute value (complex magnitude) operations in the formulas (7).

Assuming for simplicity that \(\text{Re}(L, c) = \text{Re}(c, c) = 0\), it follows that \(L_{\text{xy}} = L_{\text{yy}} + \text{Re}(c)^2\) and \(R_{\text{xy}} = R_{\text{yy}} + \text{Re}(c)^2\), which can be inserted in the first formula of (6). By solving two equations with two unknowns, the following estimates of \(X = L/C\) and \(Y = R/C\) from \(P_4\) and \(S_2\) are then obtained,

\[
\hat{X} = \frac{P_4 S_2^2 + \text{Re}(P_4^2 - 1)}{P_4^2 + 1},
\]

(10)

\[
\hat{Y} = \frac{S_2^2 - \text{Re}(P_4^2 - 1)}{P_4^2 + 1}.
\]

When both values in formula (10) are positive, the estimate of \(S_1\) is formed as \(\hat{S}_1 = \sqrt{\hat{X} \cdot \hat{Y}}\). Here, the required linear parameter values are obtained by dequantizing the given integer parameters and the integer parameter estimate \(\hat{S}_1\) is then obtained by quantization of \(S_1\).

When a slightly compromised quality of the decoded stereo signal is acceptable, the overall bitrate can be reduced further by employing modification of the parametric stereo parameters. The purpose of this modification is to achieve more stable prediction of the first subset of spatial parameters and reduced prediction error. It can be seen as a means to stabilize above computations. The most extreme case of such a parameter modification would be to use \(p_1 = s_1, p_2 = s_2\) where \(p_1, p_2\) denote the modified parametric stereo parameters. Since this parameter modification operation is carried out only at the encoder side, no special care needs to be taken on the decoder side.

A more general approach incorporates the complete power and correlation structure information available in \(P_4, P_2, S_3, S_4\) via formulas (6) and (7) to obtain estimates of \(S_1\) and \(S_2\). By the scaling invariance of parameters, there is no loss of generality in assuming for computational purposes that \(C = 1\). Then with the definitions

\[
a = \text{Re}(L, c), \quad b = \text{Re}(c, c), \quad \rho = \text{Re}(L, r),
\]

(11)
eters 238 and on the monophonic downmix signal 236, the upmixer 228 derives a reconstruction of a multi-channel signal 240 at its output.

FIG. 6 therefore illustrates a spatial audio decoder that takes a compatible bitstream as input and generates the multi-channel audio signal, comprising the channels l, r, and c. First, a demultiplexer takes the compatible bitstream as input and decomposes it into an audio bitstream and both the spatial and PS side info. If perceptual audio coding was applied to the mono signal, a corresponding audio decoder takes the audio bitstream as input and generates the decoded mono audio signal m, subject to distortion as introduced by the perceptual audio codec. The joint decoding block takes both the spatial and PS side info as input and reconstructs the spatial parameters. Finally, the spatial reconstruction takes the decoded mono signal m and the spatial parameters as input and reconstructs the multi-channel audio signal.

FIG. 7 gives a detailed description of the parameter reconstructor 226 used by the multi-channel audio decoder 220. The parameter reconstructor 226 comprises a spatial parameter disassembler 250, a control unit 252, a spatial parameter predictor 254, a spatial parameter assembler 256 and a first differential decoder 258, a second differential decoder 260, a third differential encoder 262a, and a fourth differential decoder 262b.

The spatial parameter disassembler 250 receives the information on the set of spatial parameters 232 as input and derives a first subset 266 and a second subset 268 from the information on the set of spatial audio parameters 232. The first subset 266 comprises the parameters that are possibly being represented by a predictive differential representation performed on the encoder side, and the second subset 268 comprises a subset of the information on the set of spatial parameters that is transmitted unmodified within the bitstream.

Furthermore, the control unit 252 optionally receives control information from the spatial parameter disassembler, indicating whether a predictive differential representation had been used during encoding or not. This information is optional in the sense that the control unit 252 could alternatively derive, using appropriate algorithms, whether such a prediction had been performed or not without having access to an indicating parameter. The second subset of parameters 268 is input into the second differential decoder 260, that differentially decodes the second subset to derive a second subset of spatial parameters 270.

The first differential decoder 258 receives as input the decoder usable stereo parameters 234, to derive parametric stereo parameters 272 from the encoded representation. The spatial parameter predictor 254 is operating in the same way as its counterpart on the encoder side, therefore it receives as a first input the parametric stereo parameters 272 and as a second input the second subset of spatial parameters 270 to derive predicted parameters 274.

The control unit 252 controls two possible different data paths for the first subset of the information on the set of spatial parameters. When the control unit 252 indicates that the first subset of the information of the set of spatial parameters had not been transmitted using predictive differential coding, the control unit 252 steers switches 278a and 278b such that the first subset 266 is input into the third differential decoder 262a to derive a first subset of the set of spatial parameters 280 without applying inverse prediction. The first subset of spatial parameters 280 is then input into the spatial parameter assembler 256 at a second input of the same.

If, however, the control unit 252 indicates differentially predicted parameters, the first subset 266 of the information of the set of spatial parameters is input into the fourth differential decoder 262b to derive a differentially predicted representation of the first subset 266 at an output 282 of the differential decoder. Then, the sum of the differential representation and the predicted parameters 274 is computed by an adder 284, thus reversing the differential prediction operation performed on an encoder side. As a result, the first set of spatial parameters 280 is available at the second input of the spatial parameter assembler 256. The spatial parameter assembler 256 combines the first set of spatial parameters 280 and the second set of spatial parameters 270 to provide a full set of spatial parameters 290 at its output, which is the basis of a multi-channel reconstruction of an encoded signal.

Summarizing, FIG. 7 illustrates the joint decoding block which takes both the spatial side info and the PS side info as input and reconstructs the spatial parameter. A demultiplexer separates the spatial side info in an encoded second subset of spatial parameter and encoded first subset of spatial parameter and control information. The decoding block takes the encoded second subset of spatial parameter as input and reconstructs this parameter subset. This includes Huffman decoding and time-differential (dt) or frequency-differential (df) decoding in case such coding was employed in the encoder. The decoding block takes the PS side info as input and reconstructs the (modified) PS parameter. The spatial parameter prediction block takes the second subset of the spatial parameter and the (modified) PS parameter as input and calculates predicted values for the first subset of the spatial parameter in the same way as done by its counterpart in the encoder. The control block determines which selection decision was taken by its counterpart, the control block in the encoder. Depending on this selection, the encoded first subset of spatial parameter is either decoded directly or decoded taken into account the prediction. In both cases, this includes Huffman decoding and time or frequency-differential decoding in case such coding was employed in the encoder. In case the control block determined that no prediction was used, the output of decoding block is taken as the reconstructed first subset of spatial parameter. Otherwise, the output of decoding block contains the prediction error values which are then added to the predicted parameter values as generated by the spatial parameter prediction in order to obtain the original values of the first subset of spatial parameters. Finally, the reconstructed first and second subset of spatial parameters are merged to form the full set of spatial parameters.

FIG. 8 illustrates, how a compatible inventive bitstream is processed by a legacy parametric stereo decoder to derive a stereo upmix of a signal to emphasize the great advantage of the full backwards compatibility of the inventive concept.

A parametric stereo decoder 300 is receiving a compatible bitstream 302 as input. The parametric stereo decoder 300 is comprising a demultiplexer 304, an audio decoder 306, a differential decoder 308 and an upmixer 310. The demultiplexer 304 derives an audio bitstream 312 and decoder usable parametric stereo parameters 314 from the compatible bitstream 302.

As the parametric stereo decoder 300 cannot operate on spatial audio parameters, the demultiplexer 304 simply neglects the spatial audio parameters comprised within the compatible bitstream 302, for example by skipping header fields and associated data sections within the bitstream not known to the decoder. The audio bitstream 312 is input into the audio decoder 306 that derives a monophonic downmix signal 316 whereas the decoder usable stereo parameters 314 are differentially decoded by the differential decoder 308 to
derive parametric stereo parameters 318. The monophonic
downmix signal 316 and the parametric stereo parameters 318
are input into the upmixer 310, that derives a stereo
upmix signal 320 using the monophonic downmix signal 316
and the parametric stereo parameters 318.

In other words, FIG. 8 illustrates a parametric stereo (PS)
decoder that takes a compatible bitstream as input and gen-
erates a 2-channel audio signal, comprising the channels
10 and 10. First a demultiplexer takes the compatible
bitstream as input and decomposes it into an audio bitstream
and the PS side info. Since the spatial side info was encoded
in the compatible bitstream in a backward compatible man-
ner, it does not affect the demultiplexer. If perceptual audio
coding was applied to the mono signal, a corresponding audio
decoder takes the audio bitstream as input and generates the
decoded mono audio signal m, subject to distortion as intro-
duced by the perceptual audio codec. The PS decoding block
takes the PS side info as input and reconstructs the PS param-
ter. This includes Huffman decoding and time-differential
(dt) or frequency-differential (df) decoding in case such cod-
ing was employed in the encoder. Finally the PS reconstruc-
tion takes the decoded mono signal m and the PS parameters
as input and reconstructs the 2-channel stereo signal.

FIG. 9 is showing an inventive audio transmitter or
recorder 330 that is having an audio encoder 10, an input
interface 332 and an output interface 334.

An audio signal can be supplied at the input interface 332
of the transmitter/recorder 330. The audio signal is encoded
by an inventive encoder 10 within the transmitter/recorder
and the encoded representation is output at the output inter-
face 334 of the transmitter/recorder 330. The encoded rep-
resentation may then be transmitted or stored on a storage
medium.

FIG. 10 shows an inventive receiver or audio player 340,
having an inventive audio decoder 180, a bit stream input 342,
and an audio output 344.

A bit stream can be input at the input 342 of the inventive
receiver/audio player 340. The bit stream then is decoded by
the decoder 180 and the decoded signal is output or played at
the output 344 of the inventive receiver/audio player 340.

FIG. 11 shows a transmission system comprising an inven-
tive transmitter 330, and an inventive receiver 340.

The audio signal input at the input interface 332 of the
transmitter 330 is encoded and transferred from the output
334 of the transmitter 330 to the input 342 of the receiver 340.
The receiver decodes the audio signal and plays back or
outputs the audio signal on its output 344.

Summarizing the inventive concept, one can say, that the
present invention relates to coding of multi-channel represen-
tations of audio signals using spatial audio parameters in a
manner that is compatible with coding of 2-channel stereo
signals using parametric stereo parameters. The present
invention teaches new methods for efficient coding of both
spatial audio parameters and parametric stereo parameters
and for embedding the coded parameters in a bitstream in a
backward compatible manner. In particular it aims at mini-
"
As a fourth aspect a method according to the third aspect, characterized by a prediction of the values in said first subset of parameters based on said second subset of parameters and based on the parameters that represent a stereo downmix of the multi-channel signal.

As a fifth aspect a method according to the fourth aspect, characterized by a control method that automatically selects whether the first subset of parameters is encoded directly or whether only the differences relative to the predicted parameter values are encoded.

As a sixth aspect a method according to the third aspect, characterized by modification of the parameters that present a stereo downmix, where both the original parameters representing the multi-channel signal and the original parameters representing the stereo downmix are used as basis to derive the modified parameters.

As a seventh aspect a method according to the fourth aspect, characterized by a look-up table being used to find said predicted parameter values.

As an eighth aspect a method according to the fourth aspect, where in the fourth aspect polynomial function is being used to find said predicted parameter values.

As a ninth aspect a method according to the fourth aspect, characterized by mathematical function derived from the method employed to generate the stereo downmix being used to find said predicted parameter values.

As a tenth aspect an apparatus for encoding a representation of a multi-channel audio signal, characterized by: means for downmixing the multi-channel signal to a one channel representation; means for defining parameters representing the multi-channel signal; means for defining parameters representing a stereo downmix of the multi-channel signal; means for embedding both sets of parameters in a bitstream efficient and backward compatible manner in a bitstream.

As an eleventh aspect an apparatus for reconstructing a multi-channel signal based on a downmixed signal and corresponding parameter sets, characterized by: means for extracting the parameter sets embedded in a bitstream; means for reconstructing parameters representing a multi-channel signal from the parameters extracted from the bitstream; means for reconstructing the multi-channel output signal given the parameter set reconstructed from the bitstream data, and said downmixed signal.

Depending on certain implementation requirements of the inventive methods, the inventive methods can be implemented in hardware or in software. The implementation can be performed using a digital storage medium, in particular a disk, DVD or a CD having electronically readable control signals stored thereon, which cooperate with a programmable computer system such that the inventive methods are performed. Generally, the present invention is, therefore, a computer program product with a program code stored on a machine readable carrier, the program code being operative for performing the inventive methods when the computer program product runs on a computer. In other words, the inventive methods are, therefore, a computer program having a program code for performing at least one of the inventive methods when the computer program runs on a computer.

While this invention has been described in terms of several preferred embodiments, there are alterations, permutations, and equivalents which fall within the scope of this invention. It should also be noted that there are many alternative ways of implementing the methods and compositions of the present invention. It is therefore intended that the following appended claims be interpreted as including all such alterations, permutations, and equivalents as fall within the true spirit and scope of the present invention.

What is claimed is:

1. Multi-channel audio decoder for processing a parametric representation, wherein the parametric representation comprises information on one or more spatial parameters describing spatial properties of a multi-channel signal, a stereo parameter describing spatial properties of a stereo downmix of the multi-channel signal, and a monophonic downmix signal, the decoder comprising:

   a bitstream decomposer to decompose a bitstream into the stereo parameter, the information on the one or more spatial parameters, and a monophonic downmix signal,

   a monophonic downmix signal being a monophonic downmix of the multi-channel signal, comprising a hardware implementation thereof;

   a parameter reconstructor for combining the stereo parameter and the information on the one or more spatial parameters using a combination rule to obtain the one or more spatial parameters; wherein the stereo parameter and the information on the one or more spatial parameters, when combined using the combination rule, results in one or more spatial parameters, comprising a hardware implementation thereof;

   a upmixer for deriving a reconstruction of the multi-channel signal using the monophonic downmix signal and the one or more spatial parameters obtained by the parameter reconstructor, comprising a hardware implementation thereof.

2. Multi-channel audio decoder according to claim 1, in which the combination rule is such that the combination comprises a replacement of a first subset of parameters of the information on the one or more spatial parameters by replacement parameters derived by combining the stereo parameter and the first subset of the parameters.

3. Multi-channel audio decoder in accordance with claim 2, in which the combination rule is such that a replacement parameter is derived by a linear combination of the corresponding parameter from the first subset of parameters and of a prediction of the same parameter, wherein the prediction is derived using parameters of a second subset of the information on the one or more spatial parameters and the stereo parameter, combining them using a prediction rule.

4. Multi-channel audio decoder in accordance with claim 3, in which the prediction rule is such that the prediction is derived using the stereo parameter.

5. Multi-channel audio decoder in accordance with claim 4, in which the prediction rule is such that the stereo parameter is used as the prediction of the spatial parameter.

6. Multi-channel audio decoder in accordance with claim 1, in which the stereo parameter is comprising a first parameter $P_1$ describing an intensity difference between the channels of the stereo downmix and a second parameter $P_2$ describing a correlation between the channels of the stereo downmix;

   in which a second subset of parameters is comprising a parameter $S_i$ of a first subset of parameters, the parameter $S_i$ describing an intensity difference between the left channel and the right channel of the multi-channel signal, and in which the prediction rule is such that a parameter $S_i$ of a first subset of parameters, the parameter $S_i$ describing an intensity difference between the left channel and the right channel of the multi-channel signal, is predicted by...
a prediction parameter $\hat{S}_1$ based on the following formulas:

$$\hat{S}_1 = \sqrt{\frac{\hat{X}}{\hat{F}}},$$

wherein

$$\hat{X} = \frac{P_2 \hat{S}_2 + \hat{F} (P_2 - 1)}{P_2 + 1},$$

$$\hat{F} = \frac{S_1 - \hat{F} (P_2 - 1)}{P_2 + 1}.$$