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Description

[0001] This invention relates to the coding of audio signals and, more particularly, the coding of multi-channel audio
signals.

[0002] Within the field of audio coding it is generally desired to encode an audio signal, e.g. in order to reduce the bit
rate for communicating the signal or the storage requirement for storing the signal, without unduly compromising the
perceptual quality of the audio signal. This is an important issue when audio signals are to be transmitted via commu-
nications channels of limited capacity or when they are to be stored on a storage medium having a limited capacity.
[0003] Priorsolutionsin audio coders that have been suggested to reduce the bitrate of stereo program material include:

‘Intensity stereo’. In this algorithm, high frequencies (typically above 5 kHz) are represented by a single audio signal
(i.e., mono), combined with time-varying and frequency-dependent scalefactors.

'MIS stereo’. In this algorithm, the signal is decomposed into a sum (or mid, or common) and a difference (or side,
or uncommon) signal. This decomposition is sometimes combined with principle component analysis or time-varying
scalefactors. These signals are then coded independently, either by a transform coder or waveform coder. The
amount of information reduction achieved by this algorithm strongly depends on the spatial properties of the source
signal. For example, if the source signal is monaural, the difference signal is zero and can be discarded. However,
if the correlation of the left and right audio signals is low (which is often the case), this scheme offers only little
advantage.

[0004] Parametric descriptions of audio signals have gained interest during the last years, especially in the field of
audio coding. It has been shown that transmitting (quantized) parameters that describe audio signals requires only little
transmission capacity to resynthesize a perceptually equal signal at the receiving end. However, current parametric
audio coders focus on coding monaural signals, and stereo signals are often processed as dual mono.

[0005] European patent application EP 1 107 232 discloses a method of encoding a stereo signal having an L and an
R component, where the stereo signal is represented by one of the stereo components and parametric information
capturing phase and level differences of the audio signal. At the decoder, the other stereo component is recovered based
on the encoded stereo component and the parametric information. The article "Efficient representation of spatial audio
using perceptual parametrization” (Faller C et al, Proceedings of the 2001 IEEE Workshop on the Applications of Signal
Processing to Audio and Acoustics) discloses generation of a binaural signal by spatially placing the sources contained
in a monophonic sum signal, the placing being based on a set of spatial parameters in critical bands. The article "Subband
coding of stereophonic digital audio signals" (Van der Waal R G et al, IEEE ICASSP 1991) discloses exploitation of left-
right correlation in a subband codec.

[0006] Itis an object of the present invention to solve the problem of providing an improved audio coding that yields
a high perceptual quality of the recovered signal.

[0007] The above and other problems are solved by a method of coding an audio signal as set forth in claim 1.
[0008] It has been realized by the inventor that by encoding a multi-channel audio signal as a monaural audio signal
and a number of spatial attributes comprising a measure of similarity of the corresponding waveforms, the multi-channel
signal may be recovered with a high perceptual quality. It is a further advantage of the invention that it provides an
efficient encoding of a multi-channel signal, i.e. a signal comprising at least a first and second channel, e.g. a stereo
signal, a quadraphonic signal, etc.

[0009] Hence, according to an aspect of the invention, spatial attributes of multi-channel audio signals are parame-
terized. For general audio coding applications, transmitting these parameters combined with only one monaural audio
signal strongly reduces the transmission capacity necessary to transmit the stereo signal compared to audio coders that
process the channels independently, while maintaining the original spatial impression. An important issue is that although
people receive waveforms of an auditory object twice (once by the left ear and once by the right ear), only a single
auditory object is perceived at a certain position and with a certain size (or spatial diffuseness).

[0010] Therefore, it seems unnecessary to describe audio signals as two or more (independent) waveforms and it
would be better to describe multi-channel audio as a set of auditory objects, each with its own spatial properties. One
difficulty thatimmediately arises is the fact that it is almost impossible to automatically separate individual auditory objects
from a given ensemble of auditory objects, for example a musical recording. This problem can be circumvented by not
splitting the program material in individual auditory objects, but rather describing the spatial parameters in a way that
resembles the effective (peripheral) processing of the auditory system. When the spatial attributes comprise a measure
of (dis)similarity of the corresponding waveforms, an efficient coding is achieved while maintaining a high level of per-
ceptual quality.

[0011] Inparticular, the parametric description of multi-channel audio presented here is related to the binaural process-
ing model presented by Breebaart et al. This model aims at describing the effective signal processing of the binaural
auditory system. For a description of the binaural processing model by Breebaart et al., see Breebaart, J., van de Par,
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S. and Kohlrausch, A. (2001a). Binaural processing model based on contralateral inhibition. I. Model setup. J. Acoust.
Soc. Am., 110, 1074-1088; Breebaatrt, J., van de Par, S. and Kohlrausch, A. (2001b). Binaural processing model based
on contralateral inhibition. Il. Dependence on spectral parameters. J. Acoust. Soc. Am., 110, 1089-1104; and Breebaatrt,
J., van de Par, S. and Kohlrausch, A. (2001c). Binaural processing model based on contralateral inhibition. 11l. Depend-
ence on temporal parameters.. J. Acoust. Soc. Am., 110, 1105-1117. A short interpretation is given below which helps
to understand the invention.

[0012] Inapreferred embodiment, the set of spatial parameters includes at least one localization cue. When the spatial
attributes comprise one or more, preferably two, localization cues as well as a measure of (dis)similarity of the corre-
sponding waveforms, a particularly efficient coding is achieved while maintaining a particularly high level of perceptual
quality.

[0013] The term localization cue comprises any suitable parameter conveying information about the localization of
auditory objects contributing to the audio signal, e.g. the orientation of and/or the distance to an auditory object.
[0014] Ina preferred embodiment of the invention, the set of spatial parameters includes at least two localization cues
comprising an interchannel level difference (ILD) and a selected one of an interchannel time difference (ITD) and an
interchannel phase difference (IPD). Itis interesting to mention that the interchannel level difference and the interchannel
time difference are considered to be the most important localization cues in the horizontal plane.

[0015] The measure of similarity of the waveforms corresponding to the first and second audio channels corresponds
to a value of a cross-correlation function at a maximum of said cross-correlation function (also known as coherence).
The maximum interchannel cross-correlation is strongly related to the perceptual spatial diffuseness (or compactness)
of a sound source, i.e. it provides additional information which is not accounted for by the above localization cues,
thereby providing a set of parameters with a low degree of redundancy of the information conveyed by them and, thus,
providing an efficient coding.

[0016] According to a preferred embodiment of the invention, the step of determining a set of spatial parameters
indicative of spatial properties comprises determining a set of spatial parameters as a function of time and frequency.
[0017] Itis an insight of the inventors that it is sufficient to describe spatial attributes of any multichannel audio signal
by specifying the ILD, ITD (or IPD) and the maximum correlation as a function of time and frequency.

[0018] Inafurther preferred embodiment of the invention, the step of determining a set of spatial parameters indicative
of spatial properties comprises

- dividing each of the at least two input audio channels into corresponding pluralities of frequency bands;
- for each of the plurality of frequency bands determining the set of spatial parameters indicative of spatial properties
of the at least two input audio channels within the corresponding frequency band.

[0019] Hence, theincoming audio signalis splitinto several band-limited signals, which are (preferably) spaced linearly
at an ERB-rate scale. Preferably the analysis filters show a partial overlap in the frequency and/or time domain. The
bandwidth of these signals depends on the center frequency, following the ERB rate. Subsequently, preferably for every
frequency band, the following properties of the incoming signals are analyzed:

- Theinterchannel level difference, or ILD, defined by the relative levels of the bandimited signal stemming from the
left and right signals,

- The interchannel time (or phase) difference (ITD or IPD), defined by the interchannel delay (or phase shift) corre-
sponding to the position of the peak in the interchannel cross-correlation function, and

- The (dis)similarity of the waveforms that can not be accounted for by ITDs or ILDs, which can be parameterized by
the maximuminterchannel cross-correlation (i.e., the value of the normalized cross-correlation function at the position
of the maximum peak, also known as coherence).

[0020] The three parameters described above vary over time; however, since the binaural auditory system is very
sluggish in its processing, the update rate of these properties is rather low (typically tens of milliseconds).

[0021] It may be assumed here that the (slowly) time-varying properties mentioned above are the only spatial signal
properties that the binaural auditory system has available, and that from these time and frequency dependent parameters,
the perceived auditory world is reconstructed by higher levels of the auditory system.

[0022] Animportant issue of transmission of parameters is the accuracy of the parameter representation (i.e., the size
of quantization errors), which is directly related to the necessary transmission capacity.

[0023] According to yet another preferred embodiment of the invention, the step of generating an encoded signal
comprising the monaural signal and the set of spatial parameters comprises generating a set of quantized spatial
parameters, each introducing a corresponding quantization error relative to the corresponding determined spatial pa-
rameter, wherein at least one of the introduced quantization errors is controlled to depend on a value of at least one of
the determined spatial parameters.
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[0024] Hence, the quantization error introduced by the quantization of the parameters is controlled according to the
sensitivity of the human auditory system to changes in these parameters. This sensitivity strongly depends on the values
of the parameters itself. Hence, by controlling the quantization error to depend on the values of the parameters, and
improved encoding is achieved.

[0025] Itis an advantage of the invention that it provides a decoupling of monaural and binaural signal parameters in
audio coders. Hence, difficulties related to stereo audio coders are strongly reduced (such as the audibility of interaurally
uncorrelated quantization noise compared to interaurally correlated quantization noise, or interaural phase inconsisten-
cies in parametric coders that are encoding in dual mono mode).

[0026] Itis a further advantage of the invention that a strong bitrate reduction is achieved in audio coders due to a low
update rate and low frequency resolution required for the spatial parameters. The associated bitrate to code the spatial
parameters is typically 10 kbit/s or less (see the embodiment described below).

[0027] Itis afurther advantage of the invention that it may easily be combined with existing audio coders. The proposed
scheme produces one mono signal that can be coded and decoded with any existing coding strategy. After monaural
decoding, the system described here regenerates a stereo multichannel signal with the appropriate spatial attributes.
[0028] The set of spatial parameters can be used as an enhancement layer in audio coders. For example, a mono
signal is transmitted if only a low bitrate is allowed, while by including the spatial enhancement layer the decoder can
reproduce stereo sound.

[0029] It is noted that the invention is not limited to stereo signals but may be applied to any multi-channel signal
comprising n channels (n>1). In particular, the invention can be used to generate n channels from one mono signal, if
(n-1) sets of spatial parameters are transmitted. In this case, the spatial parameters describe how to form the n different
audio channels from the single mono signal.

[0030] Itis noted that the features of the method described above and in the following may be implemented in software
and carried out in a data processing system or other processing means caused by the execution of computer-executable
instructions. The instructions may be program code means loaded in a memory, such as a RAM, from a storage medium
or from another computer via a computer network. Alternatively, the described features may be implemented by hardwired
circuitry instead of software or in combination with software.

[0031] The invention further relates to an encoder for coding an audio signal as set forth in claim 8.

[0032] It is noted that the above means for generating a monaural signal, the means for determining a set of spatial
parameters as well as means for generating an encoded signal may be implemented by any suitable circuit or device,
e.g.asgeneral- or special-purpose programmable microprocessors, Digital Signal Processors (DSP), Application Specific
Integrated Circuits (ASIC), Programmable Logic Arrays (PLA), Field Programmable Gate Arrays (FPGA), special purpose
electronic circuits, etc., or a combination thereof.

[0033] The invention further relates to an apparatus for supplying an audio signal, the apparatus comprising:

- aninput for receiving an audio signal,

- anencoder as described above and in the following for encoding the audio signal to obtain an encoded audio signal,
and

- an output for supplying the encoded audio signal.

[0034] The apparatus may be any electronic equipment or part of such equipment, such as stationary or portable
computers, stationary or portable radio communication equipment or other handheld or portable devices, such as media
players, recording devices, etc. The term portable radio communication equipment includes all equipment such as mobile
telephones, pagers, communicators, i.e. electronic organizers, smart phones, personal digital assistants (PDAs), hand-
held computers, or the like.

[0035] The input may comprise any suitable circuitry or device for receiving a multi-channel audio signal in analogue
or digital form, e.g. via a wired connection, such as a line jack, via a wireless connection, e.g. a radio signal, or in any
other suitable way.

[0036] Similarly, the output may comprise any suitable circuitry or device for supplying the encoded signal. Examples
of such outputs include a network interface for providing the signal to a computer network, such as a LAN, an Internet,
or the like, communications circuitry for communicating the signal via a communications channel, e.g. a wireless com-
munications channel, etc. In other embodiments, the output may comprise a device for storing a signal on a storage
medium.

[0037] The invention further relates to an encoded audio signal, as set forth in claim 10. The invention further relates
to a storage medium having stored thereon such an encoded signal. Here, the term storage medium comprises but is
not limited to a magnetic tape, an optical disc, a digital video disk (DVD), a compact disc (CD or CD-ROM), a mini-disc,
a hard disk, a floppy disk, a ferro-electric memory, an electrically erasable programmable read only memory (EEPROM),
a flash memory, an EPROM, a read only memory (ROM), a static random access memory (SRAM), a dynamic random
access memory (DRAM), a synchronous dynamic random access memory (SDRAM), a ferromagnetic memory, optical
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storage, charge coupled devices, smart cards, a PCMCIA card, etc.

[0038] The invention further relates to a method of decoding an encoded audio signal as set forth in claim 12.
[0039] The invention further relates to a decoder for decoding an encoded audio signal as set forth in claim 13.
[0040] It is noted that the above means may be implemented by any suitable circuit or device, e.g. as general- or
special-purpose programmable microprocessors, Digital Signal Processors (DSP), Application Specific Integrated Cir-
cuits (ASIC), Programmable Logic Arrays (PLA), Field Programmable Gate Arrays (FPGA), special purpose electronic
circuits, etc., or a combination thereof.

[0041] The invention further relates to an apparatus for supplying a decoded audio signal , the apparatus comprising:

- aninput for receiving an encoded audio signal,

- adecoder as described above and in the following for decoding the encoded audio signal to obtain a multi-channel
output signal,

- an output for supplying or reproducing the multi-channel output signal.

[0042] The apparatus may be any electronic equipment or part of such equipment as described above.

[0043] The input may comprise any suitable circuitry or device for receiving a coded audio signal. Examples of such
inputs include a network interface for receiving the signal via a computer network, such as a LAN, an Internet, or the
like, communications circuitry for receiving the signal via a communications channel, e.g. a wireless communications
channel, etc. In other embodiments, the input may comprise a device for reading a signal from a storage medium.
[0044] Similarly, the output may comprise any suitable circuitry or device for supplying a multi-channel signal in digital
or analogue form.

[0045] These and other aspects of the invention will be apparent and elucidated from the embodiments described in
the following with reference to the drawing in which:

fig. 1 shows a flow diagram of a method of encoding an audio signal according to an embodiment of the invention;
fig. 2 shows a schematic block diagram of a coding system according to an embodiment of the invention;

fig. 3 illustrates a filter method for use in the synthesizing of the audio signal; and

fig. 4 illustrates a decorrelator for use in the synthesizing of the audio signal.

[0046] Fig.1showsaflowdiagram of amethod of encoding an audio signal according to an embodiment of the invention.
[0047] Inaninitial step S1, the incoming signals L and R are split up in band-pass signals (preferably with a bandwidth
which increases with frequency), indicated by reference numeral 101, such that their parameters can be analyzed as a
function of time. One possible method for time/frequency slicing is to use time-windowing followed by a transform
operation, but also time-continuous methods could be used (e.g., filterbanks). The time and frequency resolution of this
process is preferably adapted to the signal; for transient signals a fine time resolution (in the order of a few milliseconds)
and a coarse frequency resolution is preferred, while for non-transient signals a finer frequency resolution and a coarser
time resolution (in the order of tens of milliseconds) is preferred. Subsequently, in step S2, the level difference (ILD) of
corresponding subband signals is determined; in step S3 the time difference (ITD or IPD) of corresponding subband
signals is determined; and in step S4 the amount of similarity or dissimilarity of the waveforms which cannot be accounted
for by ILDs or ITDs, is described. The analysis of these parameters is discussed below.

Step S2: Analysis of ILDs

[0048] The ILD is determined by the level difference of the signals at a certain time instance for a given frequency
band. One method to determine the ILD is to measure the root mean square (rms) value of the corresponding frequency
band of both input channels and compute the ratio of these rms values (preferably expressed in dB).

Step S3: Analysis of the ITDs

[0049] The ITDs are determined by the time or phase alignment which gives the best match between the waveforms
of both channels. One method to obtain the ITD is to compute the cross-correlation function between two corresponding
subband signals and searching for the maximum. The delay that corresponds to this maximum in the cross-correlation
function can be used as ITD value. A second method is to compute the analytic signals of the left and right subband
(i.e., computing phase and envelope values) and use the (average) phase difference between the channels as IPD
parameter.
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Step S4: Analysis of the correlation

[0050] The correlation is obtained by first finding the ILD and ITD that gives the best match between the corresponding
subband signals and subsequently measuring the similarity of the waveforms after compensation for the ITD and/or ILD.
Thus, in this framework, the correlation is defined as the similarity or dissimilarity of corresponding subband signals
which can not be attributed to ILDs and/or ITDs. A suitable measure for this parameter is the maximum value of the
cross-correlation function (i.e., the maximum across a set of delays). However, not according to the invention, also other
measures could be used, such as the relative energy of the difference signal after ILD and/or ITD compensation compared
to the sum signal of corresponding subbands (preferably also compensated for ILDs and/or ITDs). This difference
parameter is basically a linear transformation of the (maximum) correlation.

[0051] In the subsequent steps S5, S6, and S7, the determined parameters are quantized. An important issue of
transmission of parameters is the accuracy of the parameter representation (i.e., the size of quantization errors), which
is directly related to the necessary transmission capacity. In this section, several issues with respect to the quantization
of the spatial parameters will be discussed. The basic idea is to base the quantization errors on so-called just-noticeable
differences (JNDs) of the spatial cues. To be more specific, the quantization error is determined by the sensitivity of the
human auditory systemto changes in the parameters. Since the sensitivity to changes in the parameters strongly depends
on the values of the parameters itself, we apply the following methods to determine the discrete quantization steps.

Step S5: Quantization of ILDs

[0052] Itis known from psychoacoustic research that the sensitivity to changes in the ILD depends on the ILD itself.
If the ILD is expressed in dB, deviations of approximately 1 dB from a reference of 0 dB are detectable, while changes
in the order of 3 dB are required if the reference level difference amounts 20 dB. Therefore, quantization errors can be
larger if the signals of the left and right channels have a larger level difference. For example, this can be applied by
first measuring the level difference between the channels, followed by a nonlinear (compressive) transformation of the
obtained level difference and subsequently a linear quantization process, or by using a lookup table for the available
ILD values which have a nonlinear distribution. The embodiment below gives an example of such a lookup table.

Step S6: Quantization of the ITDs

[0053] The sensitivity to changes in the ITDs of human subjects can be characterized as having a constant phase
threshold. This means that in terms of delay times, the quantization steps for the ITD should decrease with frequency.
Alternatively, if the ITD is represented in the form of phase differences, the quantization steps should be independent
of frequency. One method to implement this is to take a fixed phase difference as quantization step and determine the
corresponding time delay for each frequency band. This ITD value is then used as quantization step. Another method
is to transmit phase differences which follow a frequency-independent quantization scheme. It is also known that above
a certain frequency, the human auditory system is not sensitive to ITDs in the finestructure waveforms. This phenomenon
can be exploited by only transmitting ITD parameters up to a certain frequency (typically 2 kHz).

[0054] A third method of bitstream reduction is to incorporate ITD quantization steps that depend on the ILD and /or
the correlation parameters of the same subband. For large ILDs, the ITDs can be coded less accurately. Furthermore,
if the correlation it very low, it is known that the human sensitivity to changes in the ITD is reduced. Hence larger ITD
guantization errors may be applied if the correlation is small. An extreme example of this idea is to not transmit ITDs at
all if the correlation is below a certain threshold and/or if the ILD is sufficiently large for the same subband (typically
around 20 dB).

Step S7: Quantization of the correlation

[0055] The quantization error of the correlation depends on (1) the correlation value itself and possibly (2) on the ILD.
Correlation values near +1 are coded with a high accuracy (i.e., a small quantization step), while correlation values near
0 are coded with a low accuracy (a large quantization step). An example of a set of non-linearly distributed correlation
values is given in the embodiment. A second possibility is to use quantization steps for the correlation that depend on
the measured ILD of the same subband: for large ILDs (i.e., one channel is dominant in terms of energy), the quantization
errors in the correlation become larger. An extreme example of this principle would be to not transmit correlation values
for a certain subband at all if the absolute value of the ILD for that subband is beyond a certain threshold.

[0056] In step S8, a monaural signal S is generated from the incoming audio signals, e.g. as a sum signal of the
incoming signal components, by determining a dominant signal, by generating a principal component signal from the
incoming signal components, or the like. This process preferably uses the extracted spatial parameters to generate the
mono signal, i.e., by first aligning the subband waveforms using the ITD or IPD before combination.
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[0057] Finally, in step S9, a coded signal 102 is generated from the monaural signal and the determined parameters.
Alternatively, the sum signal and the spatial parameters may be communicated as separate signals via the same or
different channels.

[0058] Itis noted that the above method may be implemented by a corresponding arrangement, e.g. implemented as
general- or special-purpose programmable microprocessors, Digital Signal Processors (DSP), Application Specific In-
tegrated Circuits (ASIC), Programmable Logic Arrays (PLA), Field Programmable Gate Arrays (FPGA), special purpose
electronic circuits, etc., or a combination thereof.

[0059] Fig. 2 shows a schematic block diagram of a coding system according to an embodiment of the invention. The
system comprises an encoder 201 and a corresponding decoder 202. The decoder 201 receives a stereo signal with
two components L and R and generates a coded signal 203 comprising a sum signal S and spatial parameters P which
are communicated to the decoder 202. The signal 203 may be communicated via any suitable communications channel
204. Alternatively or additionally, the signal may be stored on a removable storage medium 214, e.g. a memory card,
which may be transferred from the encoder to the decoder.

[0060] The encoder 201 comprises analysis modules 205 and 206 for analyzing spatial parameters of the incoming
signals L and R, respectively, preferably for each time/frequency slot. The encoder further comprises a parameter
extraction module 207 that generates quantized spatial parameters; and a combiner module 208 that generates a sum
(or dominant) signal is consisting of a certain combination of the at least two input signals. The encoder further comprises
an encoding module 209 which generates a resulting coded signal 203 comprising the monaural signal and the spatial
parameters. In one embodiment, the module 209 further performs one or more of the following functions: bit rate allocation,
framing, lossless coding, etc.

[0061] Synthesis (in the decoder 202) is performed by applying the spatial parameters to the sum signal to generate
left and right output signals. Hence, the decoder 202 comprises a decoding module 210 which performs the inverse
operation of module 209 and extracts the sum signal S and the parameters P from the coded signal 203. the decoder
further comprises a synthesis module 211 which recovers the stereo components L and R from the sum (or dominant)
signal and the spatial parameters.

[0062] Inthis embodiment, the spatial parameter description is combined with a monaural (single channel) audio coder
to encode a stereo audio signal. It should be noted that although the described embodiment works on stereo signals,
the general idea can be applied to n-channel audio signals, with n>1.

[0063] In the analysis modules 205 and 206, the left and right incoming signals L and R, respectively, are split up in
various time frames (e.g. each comprising 2048 samples at 44.1 kHz sampling rate) and windowed with a square-root
Hanning window. Subsequently, FFTs are computed. The negative FFT frequencies are discarded and the resulting
FFTs are subdivided into groups (subbands) of FFT bins. The number of FFT bins that are combined in a subband g
depends on the frequency: at higher frequencies more bins are combined than at lower frequencies. In one embodiment,
FFT bins corresponding to approximately 1.8 ERBs (Equivalent Rectangular Bandwidth) are grouped, resulting in 20
subbands to represent the entire audible frequency range. The resulting number of FFT bins S[g] of each subsequent
subband (starting at the lowest frequency) is

S=[4445689121317 212530384555 6882100 477]

[0064] Thus, the first three subbands contain 4 FFT bins, the fourth subband contains 5 FFT bins, etc. For each
subband, the corresponding ILD, ITD and correlation (r) are computed. The ITD and correlation are computed simply
by setting all FFT bins which belong to other groups to zero, multiplying the resulting (band-limited) FFTs from the left
and right channels, followed by an inverse FFT transform. The resulting cross-correlation function is scanned for a peak
within an interchannel delay between -64 and +63 samples. The internal delay corresponding to the peak is used as
ITD value, and the value of the cross-correlation function at this peak is used as this subband’s interchannel correlation.
Finally, the ILD is simply computed by taking the power ratio of the left and right channels for each subband.

[0065] In the combiner module 208, the left and right subbands are summed after a phase correction (temporal
alignment). This phase correction follows from the computed ITD for that subband and consists of delaying the left-
channel subband with ITD/2 and the right-channel subband with -ITD/2. The delay is performed in the frequency domain
by appropriate modification of the phase angles of each FFT bin. Subsequently, the sum signal is computed by adding
the phase-modified versions of the left and right subband signals. Finally, to compensate for uncorrelated or correlated
addition, each subband of the sum signal is multiplied with sqrt(2/(1+r)), with r the correlation of the corresponding
subband. If necessary, the sum signal can be converted to the time domain by (1) inserting complex conjugates at
negative frequencies, (2) inverse FFT, (3) windowing, and (4) overlap-add.

[0066] In the parameter extraction module 207, the spatial parameters are quantized. ILDs (in dB) are quantized to
the closest value out of the following set I:

I=[-19 -16 -13-10-8 -6 -4-202 4 6 8 10 13 16 19]

[0067] ITD quantization steps are determined by a constant phase difference in each subband of 0.1 rad. Thus, for
each subband, the time difference that corresponds to 0.1 rad of the subband center frequency is used as quantization
step. For frequencies above 2 kHz, no ITD information is transmitted.
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[0068] Interchannel correlation values r are quantized to the closest value of the following ensemble R:
R=[10.950.90.820.75 0.6 0.3 0]

[0069] This will cost another 3 bits per correlation value.

[0070] If the absolute value of the (quantized) ILD of the current subband amounts 19 dB, no ITD and correlation
values are transmitted for this subband. If the (quantized) correlation value of a certain subband amounts zero, no ITD
value is transmitted for that subband.

[0071] In this way, each frame requires a maximum of 233 bits to transmit the spatial parameters. With a framelength
of 1024 frames, the maximum bitrate for transmission amounts 10.25 kbit/s. It should be noted that using entropy coding
or differential coding, this bitrate can be reduced further.

[0072] The decoder comprises a synthesis module 211 where the stereo signal is synthesized form the received sum
signal and the spatial parameters. Hence, for the purpose of this description it is assumed that the synthesis module
receives a frequency-domain representation of the sum signal as described above. This representation may be obtained
by windowing and FFT operations of the time-domain waveform. First, the sum signal is copied to the left and right output
signals. Subsequently, the correlation between the left and right signals is modified with a decorrelator. In a preferred
embodiment, a decorrelator as described below is used. Subsequently, each subband of the left signal is delayed by
-ITD/2, and the right signal is delayed by ITD/2 given the (quantized) ITD corresponding to that subband. Finally, the
left and right subbands are scaled according to the ILD for that subband. In one embodiment, the above modification is
performed by a filter as described below. To convert the output signals to the time domain, the following steps are
performed: (1) inserting complex conjugates at negative frequencies, (2) inverse FFT, (3) windowing, and (4) overlap-add.
[0073] Fig. 3illustrates a filter method for use in the synthesizing of the audio signal. In an initial step 301, the incoming
audio signal x(t) is segmented into a number of frames. The segmentation step 301 splits the signal into frames x(t) of
a suitable length, for example in the range 500-5000 samples, e.g. 1024 or 2048 samples.

[0074] Preferably, the segmentation is performed using overlapping analysis and synthesis window functions, thereby
suppressing artefacts which may be introduced at the frame boundaries (see e.g. Princen, J. P., and Bradley, A. B.:
"Analysis/synthesis filterbank design based on time domain aliasing cancellation", IEEE transactions on Acoustics,
Speech and Signal processing, Vol. ASSP 34, 1986).

[0075] In step 302, each of the frames x,(t) is transformed into the frequency domain by applying a Fourier transfor-
mation, preferably implemented as a Fast Fourier Transform (FFT). The resulting frequency representation of the n-th
frame x,,(t) comprises a number of frequency components X(k,n) where the parameter n indicates the frame number
and the parameter k indicates the frequency component or frequency bin corresponding to a frequency w,, 0<k<K. In
general, the frequency domain components X(k,n) are complex nhumbers.

[0076] In step 303, the desired filter for the current frame is determined according to the received time-varying spatial
parameters. The desired filter is expressed as a desired filter response comprising a set of K complex weight factors F
(k,n), 0<k<K, for the n-th frame. The filter response F(k,n) may be represented by two real numbers, i.e. its amplitude
a(k,n) and its phase ¢(k,n) according to F(kn) = a(k,n) - exp[j ¢(k,n)].

[0077] Inthe frequency domain, the filtered frequency components are Y(k,n) = F(k,n) - X(k,n), i.e. they result from a
multiplication of the frequency components X(k,n) of the input signal with the filter response F(k,n). As will be apparent
to a skilled person, this multiplication in the frequency domain corresponds to a convolution of the input signal frame x,
(t) with a corresponding filter f,,(t).

[0078] In step 304, the desired filter response F(k,n) is modified before applying it to the current frame X(k,n). In
particular, the actual filter response F’'(k,n) to be applied is determined as a function of the desired filter response F(k,
n) and of information 308 about previous frames. Preferably, this information comprises the actual and/or desired filter
response of one or more previous frames, according to

F'(k,n) =a’(k,n) - explj @’ (k.n)]
= (D[F(km): F(ksn'l)’ F(k,ﬂ-?-), -'»F,(kvn'l)’ F’(k,n-2),. “]'

[0079] Hence, by making the actual filter response dependant of the history of previous filter responses, artifacts
introduced by changes in the filter response between consecutive frames may be efficiently suppressed. Preferably, the
actual form of the transform function @® is selected to reduce overlap-add artifacts resulting from dynamically-varying
filter responses.

[0080] For example, the transform function ® may be a function of a single previous response function, e.g. F'(k,n) =
®,[F(k,n), F(k,n-1)] or F'(k,n) = d,[F(k,n), F'(k,n-1)]. In another embodiment, the transform function may comprise a
floating average over a number of previous response functions, e.g. a filtered version of previous response functions,
or the like. Preferred embodiments of the transform function ® will be described in greater detail below.
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[0081] In step 305, the actual filter response F'(k,n) is applied to the current frame by multiplying the frequency
components X(k,n) of the current frame of the input signal with the corresponding filter response factors F'(k,n) according
to Y(k,n) = F'(k,n) - X(k,n).

[0082] In step 306, the resulting processed frequency components Y (k,n) are transformed back into the time domain
resulting in filtered frames y, (t). Preferably, the inverse transform is implemented as an Inverse Fast Fourier Transform
(IFFT).

[0083] Finally, in step 307, the filtered frames are recombined to a filtered signal y(t) by an overlap-add method. An
efficientimplementation of such an overlap add method is disclosed in Bergmans, J. W. M.: "Digital baseband transmission
and recording", Kluwer, 1996.

[0084] In one embodiment, the transform function @ of step 304 is implemented as a phase-change limiter between
the current and the previous frame. According to this embodiment, the phase change &(k) of each frequency component
F(k,n) compared to the actual phase modification ¢’(k,n-1) applied to the previous sample of the corresponding frequency
component is computed, i.e. 8(k) = ¢(k,n) - ¢’(k,n-1).

[0085] Subsequently, the phase component of the desired filter F(k,n) is modified in such a way that the phase change
across frames is reduced, if the change would result in overlap-add artifacts. According to this embodiment, this is
achieved by ensuring that the actual phase difference does not exceed a predetermined threshold c, e.g. by simply
cutting of the phase difference, according to

F(k,n), if|6(k)| <c
F'(k,n~1).e/ <=0 otherwise

1)

[0086] The threshold value c may be a predetermined constant, e.g. between 18 and 173 rad. In one embodiment,
the threshold ¢ may not be a constant but e.g. a function of time, frequency, and/or the like. Furthermore, alternatively
to the above hard limit for the phase change, other phase-change-limiting functions may be used.

[0087] Ingeneral, in the above embodiment, the desired phase-change across subsequent time frames for individual
frequency components is transformed by an input-output function P(d(k)) and the actual filter response F'(k,n) is given by

F’(k,n) = F°(k,n-1) -exp[j P(8(k))]. @

[0088] Hence, according to this embodiment, a transform function P of the phase change across subsequent time
frames is introduced.

[0089] In another embodiment of the transformation of the filter response, the phase limiting procedure is driven by a
suitable measure of tonality, e.g. a prediction method as described below. This has the advantage that phase jumps
between consecutive frames which occur in noise-like signals may be excluded from the phase-change limiting procedure
according to the invention. This is an advantage, since limiting such phase jumps in noise like signals would make the
noise-like signal sound more tonal which is often perceived as synthetic or metallic.

[0090] According to this embodiment, a predicted phase error 6(k) = ¢(k,n) - ¢(k,n-1) - w,- h is calculated. Here, w,
denotes the frequency corresponding to the k-th frequency component and h denotes the hop size in samples. Here,
the term hop size refers to the difference between two adjacent window centers, i.e, half the analysis length for symmetric
windows. In the following, it is assumed that the above error is wrapped to the interval [-11,+11.

[0091] Subsequently, a prediction measure P, for the amount of phase predictability in the k-th frequency bin is
calculated according to P, = (11- |8(k)|) /O [0,1], where || denotes the absolute value.

[0092] Hence, the above measure P, yields a value between 0 and 1 corresponding to the amount of phase-predict-
ability in the k-th frequency bin. If P, is close to 1, the underlying signal may be assumed to have a high degree of
tonality, i.e. has a substantially sinusoidal waveform. For such a signal, phase jumps are easily perceivable, e.g. by the
listener of an audio signal. Hence, phase jumps should preferably be removed in this case. On the other hand, if the
value of P is close to 0, the underlying signal may be assumed to be noisy. For noisy signals phase jumps are not easily
perceived and may, therefore, be allowed.

[0093] Accordingly, the phase limiting function is applied if P, exceeds a predetermined threshold, i.e. P, > A, resulting
in the actual filter response F'(k,n) according to
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F(kv n)v Ika <A

Flkn)= {F' (k,n—1)-eiPBK) otherwise

[0094] Here, A is limited by the upper and lower boundaries of P which are +1 and 0O, respectively. The exact value
of A depends on the actual implementation. For example, A may be selected between 0.6 and 0.9.

[0095] It is understood that, alternatively, any other suitable measure for estimating the tonality may be used. In yet
another embodiment, the allowed phase jump c described above may be made dependant on a suitable measure of
tonality, e.g. the measure P, above, thereby allowing for larger phase jumps if P, is large and vice versa.

[0096] Fig. 4 illustrates a decorrelator for use in the synthesizing of the audio signal. The decorrelator comprises an
all-pass filter 401 receiving the monoaural signal x and a set of spatial parameters P including the interchannel cross-
correlation r and a parameter indicative of the channel difference c. It is noted that the parameter c is related to the
interchannel level difference by ILD = k:log(c), where k is a constant, i.e. ILD is proportional to the logarithm of c.
[0097] Preferably, the all-pass filter comprises a frequency-dependant delay providing a relatively smaller delay at
high frequencies than at low frequencies. This may be achieved by replacing a fixed-delay of the all-pass filter with an
all-pass filter comprising one period of a Schroeder-phase complex (see e.g. M.R. Schroeder, "Synthesis of low-peak-
factor signals and binary sequences with low autocorrelation”, IEEE Transact. Inf. Theor., 16:85-89, 1970). The decor-
relator further comprises an analysis circuit 402 that receives the spatial parameters from the decoder and extracts the
interchannel cross-correlation r and the channel difference c. The circuit 402 determines a mixing matrix M(a,[3) as will
be described below. The components of the mixing matrix are fed into a transformation circuit 403 which further receives
the input signal x and the filtered signal HOx. The circuit 403 performs a mixing operation according to

L X 3)
(R 'M(“'B)'(Hch)

resulting in the output signals L and R

[0098] The correlation between the signals L and R may be expressed as an angle a between vectors representing
the L and R signal, respectively, in a space spanned by the signals x and HOx, according to r=cos(a). Consequently,
any pair of vectors that exhibits the correct angular distance has the specified correlation.

[0099] Hence, a mixing matrix M which transforms the signals x and HOx into signals L and R with a predetermined
correlation r may be expressed as follows:

M= ( cos(a/2) sin(a/2) ) C)]
= N

cos(-a./2) sin(-a/2

[0100] Thus, the amount of all-pass filtered signal depends on the desired correlation. Furthermore, the energy of the
all-pass signal component is the same in both output channels (but with a 180° phase shift).
[0101] Itis noted that the case where the matrix M is given by

1 1
M=*/§'(1 _1}' )

i.e. the case where a=90° corresponding to uncorrelated output signals(r=0), corresponds to a Lauridsen decorrelator.
[0102] In order to illustrate a problem with the matrix of egn. (5), we assume a situation with an extreme amplitude
panning towards the left channel, i.e. a case where a certain signal is present in the left channel only. We further assume
that the desired correlation between the outputs is zero. In this case, the output of the left channel of the transformation
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of eqn. (3) with the mixing matrix of eqn. (5) yields {_ = 1[.\/—2_()( +H® x) . Thus, the output consists of the original

signal x combined with its all-passed filtered version HOXx.

[0103] However, this is an undesired situation, since the all-pass filter usually deteriorates the perceptual quality of
the signal. Furthermore, the addition of the original signal and the filtered signal results in comb-filter effects, such as
perceived coloration of the output signal. In this assumed extreme case, the best solution would be that the left output
signal consists of the input signal. This way the correlation of the two output signals would still be zero.

[0104] In situations with more moderate level differences, the preferred situation is that the louder output channel
contains relatively more of the original signal, and the softer output channel contains relatively more of the filtered signal.
Hence, in general, it is preferred to maximize the amount of the original signal present in the two outputs together, and
to minimize the amount of the filtered signal.

[0105] According to this embodiment, this is achieved by introducing a different mixing matrix including an additional
common rotation:

M=C.(cos(ﬁ+a/2) sin(B+al2)) ©

cos(B-al/2) sin(B-al2))

[0106] Here Bisan additional rotation, and C is a scaling matrix which ensures that the relative level difference between
the output signals equals c, i.e.

]

~|1+¢
C= 1

1+¢C

[0107] Inserting the matrix of eqgn. (6) in eqn. (3) yields the output signals generated by the matrixing operation according
to this embodiment:

(L)= T7c © .(cos(B+a/2) sin(B+a/2)) [ x
1 cos(B-a/2) sin(B-a/2)) \H®x)
1+¢

[0108] Hence, the output signals L and R still have an angular difference q, i.e. the correlation between the L and R
signals is not affected by the scaling of the signals L and R according to the desired level difference and the additional
rotation by the angle B of both the L and the R signal.

[0109] As mentioned above, preferably, the amount of the original signal x in the summed output of L and R should
be maximized. This condition may be used to determine the angle {3, according to

L +R) _ 0,
ox

which yields the condition:

11
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tan(p) = %:—z-tan(aIZ).

[0110] In summary, this application describes a psycho-acoustically motivated, parametric description of the spatial
attributes of multichannel audio signals. This parametric description allows strong bitrate reductions in audio coders,
since only one monaural signal has to be transmitted, combined with (quantized) parameters which describe the spatial
properties of the signal. The decoder can form the original amount of audio channels by applying the spatial parameters.
For near-CD-quality stereo audio, a bitrate associated with these spatial parameters of 10 kbit/s or less seems sufficient
to reproduce the correct spatial impression at the receiving end. This bitrate can be scaled down further by reducing the
spectral and/or temporal resolution of the spatial parameters and/or processing the spatial parameters using losless
compression algorithms.

[0111] It should be noted that the above-mentioned embodiments illustrate rather than limit the invention, and that
those skilled in the art will be able to design many alternative embodiments without departing from the scope of the
appended claims.

[0112] For example, the invention has primarily been described in connection with an embodiment using the two
localization cues ILD and ITD/IPD. In alternative embodiments, other localization cues may be used. Furthermore, in
one embodiment, the ILD, the ITD/IPD, and the interchannel cross-correlation may be determined as described above,
but only the interchannel cross-correlation is transmitted together with the monaural signal, thereby further reducing the
required bandwidth/storage capacity for transmitting/storing the audio signal. Alternatively, the interchannel cross-cor-
relation and one of the ILD and ITD/TPD may be transmitted. In these embodiments, the signal is synthesized from the
monaural signal on the basis of the transmitted parameters only.

[0113] In the claims, any reference signs placed between parentheses shall not be construed as limiting the claim.
The word "comprising” does not exclude the presence of elements or steps other than those listed in a claim. The word
"a" or "an" preceding an element does not exclude the presence of a plurality of such elements.

[0114] The invention can be implemented by means of hardware comprising several distinct elements, and by means
of a suitably programmed computer. In the device claim enumerating several means, several of these means can be
embodied by one and the same item of hardware. The mere fact that certain measures are recited in mutually different
dependent claims does not indicate that a combination of these measures cannot be used to advantage.

Claims
1. A method of coding an audio signal, the method comprising:

- generating (S8) a monaural signal comprising a combination of at least two input audio channels (L, R),

- determining (S2, S3, S4) a set of spatial parameters (ILD, ITD, C) indicative of spatial properties of the at least
two input audio channels, the set of spatial parameters including a parameter (C) representing a measure of
similarity of waveforms of the at least two input audio channels,

- generating (S5, S6, S7, S9) an encoded signal comprising the monaural signal and the set of spatial parameters

CHARACTERIZED IN THAT
the measure of similarity corresponds to a value of a cross-correlation function at a maximum of said cross-correlation
function.

2. A method according to claim 1, wherein the step of determining a set of spatial parameters indicative of spatial
properties comprises determining a set of spatial parameters as a function of time and frequency.

3. A method according to claim 2, wherein the step of determining a set of spatial parameters indicative of spatial
properties comprises

- dividing each of the at least two input audio channels into corresponding pluralities of frequency bands;
- for each of the plurality of frequency bands determining the set of spatial parameters indicative of spatial

properties of the at least two input audio channels within the corresponding frequency band.

4. A method according to any one of claims 1 through 3, wherein the set of spatial parameters includes at least one
localization cue.
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Amethod according to claim 4, wherein the set of spatial parametersincludes at least two localization cues comprising
an interchannel level difference and a selected one of an interchannel time difference and an interchannel phase
difference.

A method according to claim 4 or 5, wherein the measure of similarity comprises information that cannot be accounted
for by the localization cues.

A method according to any one of claims 1 through 6, wherein the step of generating an encoded signal comprising
the monaural signal and the set of spatial parameters comprises generating a set of quantized spatial parameters,
each introducing a corresponding quantization error relative to the corresponding determined spatial parameter,
wherein at least one of the introduced quantization errors is controlled to depend on a value of at least one of the
determined spatial parameters.

An encoder for coding an audio signal, the encoder comprising:

- means for generating a monaural signal comprising a combination of at least two input audio channels,

- means for determining a set of spatial parameters indicative of spatial properties of the at least two input audio
channels, the set of spatial parameters including a parameter representing a measure of similarity of waveforms
of the at least two input audio channels, and

- means for generating an encoded signal comprising the monaural signal and the set of spatial parameters,

CHARACTERIZED IN THAT
the measure of similarity corresponds to a value of a cross-correlation function at a maximum of said cross-correlation
function.

An apparatus for supplying an audio signal, the apparatus comprising:

an input for receiving an audio signal,
an encoder as claimed in claim 8 for encoding the audio signal to obtain an encoded audio signal, and
an output for supplying the encoded audio signal.

An encoded audio signal, the signal comprising:

a monaural signal comprising a combination of at least two audio channels, and

a set of spatial parameters indicative of spatial properties of the at least two input audio channels, the set of
spatial parameters including a parameter representing a measure of similarity of waveforms of the at least two
input audio channels,

CHARACTERIZED IN THAT
the measure of similarity corresponds to a value of a cross-correlation function at a maximum of said cross-correlation
function.

A storage medium having stored thereon an encoded signal as claimed in claim 10.
A method of decoding an encoded audio signal, the method comprising:
- obtaining (210) a monaural signal (S) from the encoded audio signal (203), the monaural signal comprising a
combination of at least two audio channels (L,R),
- obtaining (210) a set of spatial parameters (P) from the encoded audio signal, and
generating (211) a multi-channel output signal from the monaural signal and the spatial parameters, the
set of spatial parameters including a parameter representing a measure of similarity of waveforms of the
multi-channel output signal,
characterized in that

the measure of similarity corresponds to a value of a cross-correlation function at a maximum of said cross-
correlation function of the multi-channel output signal.
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13. A decoder (202) for decoding an encoded audio signal, the decoder comprising

- means (210) for obtaining a monaural signal (S) from the encoded audio signal (203), the monaural signal
comprising a combination of at least two audio channels (L,R), and

means (210) for obtaining a set of spatial parameters (P) from the encoded audio signal, and

means for generating (211) a multi-channel output signal from the monaural signal and the spatial param-
eters, the set of spatial parameters including a parameter representing a measure of similarity of waveforms
of the multi-channel output signal,

characterized in that
the measure of similarity corresponds to a value of a cross-correlation function at a maximum of said cross-
correlation function of the multi-channel output signal.

14. An apparatus for supplying a decoded audio signal, the apparatus comprising:

an input for receiving an encoded audio signal,

a decoder as claimed in claim 13 for decoding the encoded audio signal to obtain a multi-channel output signal,
and

an output for supplying or reproducing the multi-channel output signal.

Patentanspriiche

Verfahren zum Codieren eines Audiosignals, wobei das Verfahren Folgendes umfasst:

- das Erzeugen (S8) eines Mono-Signals mit einer Kombination von wenigstens zwei Eingangs-Audiokanéalen
(L, R),

- das Ermitteln (S2, S3, S4) eines Satzes rAumlicher Parameter (ILD, ITD, C), hindeutend auf rAumliche Eigen-
schaften der wenigstens zwei Eingangs-Audiokandle, wobei der Satz rAumlicher Parameter einen Parameter
(C) aufweist, der ein MaR von Gleichheit von Wellenformen der wenigstens zwei Eingangs- Audiokanéle darstellt,
- das Erzeugen (S5, S6, S7, S9) eines codierten Signals mit dem Mono-Signal und mit dem Satz raumlicher
Parameter

dadurch gekennzeichnet, dass
das MaR von Gleichheit einem Wert einer Kreuzkorrelationsfunktion bei einem Maximum der genannten Kreuzkor-
relationsfunktion entspricht.

Verfahren nach Anspruch 1, wobei der Verfahrensschritt der Ermittlung eines Satzes rdumlicher Parameter, hin-
deutend auf rAumliche Eigenschaften, die Ermittlung eines Satzes raumlicher Parameter als eine Funktion der Zeit
und der Frequenz umfasst.

Verfahren nach Anspruch 2, wobei der Verfahrensschritt der Ermittlung eines Satzes rdumlicher Parameter, hin-
deutend auf raumliche Eigenschaften Folgendes umfasst:

- das Aufteilen jedes der wenigstens zwei Eingangs-Audiokandle in entsprechende Anzahlen Frequenzbander,
- das fir jedes der vielen Frequenzbander Ermitteln des Satzes raumlicher Parameter, hindeutend auf raumliche
Eigenschaften der wenigstens zwei Eingangs-Audiokanéle innerhalb des entsprechenden Frequenzbandes.

Verfahren nach einem der Anspriiche 1 bis 3, wobei der Satz raumlicher Parameter wenigstens einen Ortsbestim-
mungshinweis aufweist.

Verfahren nach Anspruch 4, wobei der Satz rAumlicher Parameter wenigstens zwei Ortsbestimmungshinweise
aufweist, die eine Zwischenkanalpegeldifferenz und eine selektierte Zwischenkanalzeitdifferenz oder eine Zwischen-

kanalphasendifferenz aufweist.

Verfahren nach Anspruch 4 oder 5, wobei das Mal der Gleichheit Information aufweist, die nicht auf die Ortsbe-
stimmungshinweise entfallen kdnnen.
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Verfahren nach einem der Anspriiche 1 bis 6, wobei der Verfahrensschritt der Erzeugung eines codierten Signals,
welches das Mono-Signal umfasst und den Satz raumlicher Parameter, die Erzeugung eines Satzes quantisierter
raumlicher Parameter umfasst, die je einen entsprechenden Quantisierungsfehler gegenliber dem entsprechenden
ermittelten raumlichen Parameter einflhrt, wobei wenigstens einer der eingefiihrten Quantisierungsfehler gesteuert
wird um von einem Wert wenigstens eines der ermittelten rAumlichen Parameter abhangig zu sein.

Codierer zur Codierung eines Audiosignals, wobei der Codierer Folgendes umfasst:

- Mittel zum Erzeugen eines Mono-Signals mit einer Kombination wenigstens zweier Eingangs-Audiosignale,
- Mittel zum Ermitteln eines Satzes raumlicher Parameter, hinweisend auf rAumliche Eigenschaften der wenig-
stens zwei Eingangs-Audiokanéle, wobei der Satz rAumlicher Parameter einen Parameter aufweist, der ein
Mal der Gleichheit von Wellenformen der wenigstens zwei Eingangs-Audiokanéle darstellt, und

- Mittel zum Erzeugen eines codierten Signals mit dem Mono-Signal und dem Satz rAumlicher Parameter,

dadurch gekennzeichnet, dass
das MaR der Gleichheit einem Wert einer Kreuzkorrelationsfunktion bei einem Maximum der genannten Kreuzkor-
relationsfunktion entspricht.

Anordnung zum Liefern eines Audiosignals, wobei diese Anordnung Folgendes umfasst:

- einen Eingang zum Empfangen eines Audiosignals,

- einen Codierer nach Anspruch 8 zum Codieren des Audiosignals zum Erhalten eines codierten Audiosignals,
und

- einen Ausgang zum Liefern des codierten Audiosignals.

Codiertes Audiosignal, wobei das Signal Folgendes umfasst:

- ein Mono-Signal mit einer Kombination wenigstens zweier Audiokanéle, und

- einen Satz raumlicher Parameter, hindeutend auf rAumliche Eigenschaften der wenigstens zwei Eingangs-
Audiokanale, wobei der Satz raumlicher Parameter einen Parameter aufweist, der ein Maf3 der Gleichheit von
Wellenformen der wenigstens zwei Eingangs-Audiokanéle darstellt,

dadurch gekennzeichnet, dass
das Mal der Gleichheit einem Wert einer Kreuzkorrelationsfunktion bei einem Maximum der genannten Kreuzkor-
relationsfunktion entspricht.

Speichermedium, auf dem ein codiertes Signal nach Anspruch 10 gespeichert ist.
Verfahren zum Decodieren eines codierten Audiosignals, wobei das Verfahren Folgendes umfasst:

- das Erhalten (210) eines Mono-Signals (S) aus dem codierten Audiosignal (203), wobei das Mono-Signal eine
Kombination wenigstens zweier Audiokanéle (L,R) aufweist,

- das Erhalten (210) eines Satzes raumlicher Parameter (P) aus dem codierten Audiosignal, und

-das Erzeugen (211) eines Mehrkanal-Ausgangssignals aus dem Mono-Signal und den raumlichen Parametern,
wobei der Satz rAumlicher Parameter einen Parameter aufweist, der ein Maf3 der Gleichheit von Wellenformen
des Mehrkanal-Ausgangssignals darstellt,

dadurch gekennzeichnet, dass
das MafR der Gleichheit einem Wert einer Kreuzkorrelationsfunktion bei einem Maximum der genannten Kreuzkor-
relationsfunktion des Mehrkanal-Ausgangssignals entspricht.

Decoder (202) zum Decodieren eines codierten Audiosignals, wobei der Decoder Folgendes umfasst:

- Mittel (210) zum Erhalten eines Mono-Signals aus dem codierten Audiosignal, wobei das Mono-Signal (S)
eine Kombination wenigstens zweier Audiokandle (L, R)aufweist, und

- Mittel (210) zum Erhalten eines Satzes raumlicher Parameter (P) aus dem codierten Audiosignal, und

- Mittel zum Erzeugen (211) eines Mehrkanal-Ausgangssignals aus dem Mono-Signal und den raumlichen
Parametern, wobei der Satz raumlicher Parameter einen Parameter aufweist, der ein MaRR der Gleichheit von
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Wellenformen des Mehrkanal-Ausgangssignals darstellt
dadurch gekennzeichnet, dass

das MaR der Gleichheit einem Wert einer Kreuzkorrelationsfunktion bei einem Maximum der genannten Kreuzkor-
relationsfunktion des Mehrkanal-Ausgangssignals entspricht.

14. Anordnung zum Liefern eines decodierten Audiosignals, wobei die Anordnung Folgendes umfasst:

- einen Eingang zum Empfangen eines codierten Audiosignals,

- eine Decoder nach Anspruch 13 zum Decodieren des codierten Audiosignals zum Erhalten eines Mehrkanal-
Ausgangssignals, und

- einen Ausgang zum Liefern oder Wiedergeben des Mehrkanal-Ausgangssignals.

Revendications

1.

Procédé de codage d’'un signal audio, le procédé comprenant:

- la génération (S8) d'un signal monophonique comprenant une combinaison d’au moins deux canaux audios
d’entrée (L,R),

- la détermination (S2, S3, S4) d'un ensemble de paramétres spatiaux (ILD, ITD, C) indicatif de propriétés
spatiales des au moins deux canaux audios d’entrée, I'ensemble de paramétres spatiaux comprenant un pa-
rametre (C) représentant une mesure de la ressemblance de formes d’onde des au moins deux canaux audios
d'entrée,

- la génération (S5, S6, S7, S9) d’'un signal codé comprenant le signal monophonique et I'ensemble de para-
metres spatiaux

caractérisé en ce que
la mesure de ressemblance correspond & une valeur d'une fonction d’intercorrélation lors d’'un maximum de ladite
fonction d'intercorrélation.

Procédé selon la revendication 1, dans lequel I'étape de détermination d’'un ensemble de paramétres spatiaux
indicatif de propriétés spatiales comprend la détermination d’un ensemble de parameétres spatiaux comme une
fonction du temps et de la fréquence.

Procédé selon la revendication 2, dans lequel 'étape de détermination d’'un ensemble de parameétres spatiaux
indicatif de propriétés spatiales comprend

- la division de chacun des au moins deux canaux audios d’entrée en pluralités correspondantes de bandes de
fréquences;

- pour chaque bande de la pluralité de bandes de fréquences, la détermination de I'ensemble de parametres
spatiaux indicatif de propriétés spatiales des au moins deux canaux audios d’entrée a l'intérieur de la bande
de fréquences correspondante.

Procédé selon 'une quelconque des revendications 1 a 3, dans lequel I'ensemble de paramétres spatiaux comprend
au moins un repere de localisation.

Procédé selon la revendication 4, dans lequel 'ensemble de paramétres spatiaux comprend au moins deux reperes
de localisation incluant une différence de niveau entre canaux et, au choix, une différence temporelle entre canaux
ou une différence de phase entre canaux.

Procédé selon la revendication 4 ou 5, dans lequel la mesure de ressemblance comprend des informations dont
ne peuvent pas rendre compte les repéres de localisation.

Procédé selon I'une quelconque des revendications 1 a 6, dans lequel I'étape de génération d'un signal codé incluant
le signal monophonique etI'ensemble de paramétres spatiaux comprend la génération d’'un ensemble de paramétres
spatiaux quantifiés, chacun introduisant une erreur de quantification correspondante par rapport au parameétre
spatial déterminé correspondant, ou au moins une des erreurs de quantification introduites est commandée pour

16



EP 1 500 084 B1
dépendre d’'une valeur d’au moins un des parametres spatiaux déterminés.

8. Codeur pour coder un signal audio, le codeur comprenant:

10

15

20

25

30

35

40

45

50

55

- des moyens pour générer un signal monophonique comprenant une combinaison d’au moins deux canaux
audios d’entrée,

- des moyens pour déterminer un ensemble de paramétres spatiaux indicatif de propriétés spatiales des au
moins deux canaux audios d’entrée, 'ensemble de paramétres spatiaux comprenant un parametre représentant
une mesure de la ressemblance de formes d’'onde des au moins deux canaux audios d’entrée, et

- des moyens pour générer un signal codé comprenant le signal monophonique et 'ensemble de parameétres
spatiaux, caractérisé en ce que

la mesure de ressemblance correspond a une valeur d’une fonction d’intercorrélation lors d’'un maximum de
ladite fonction d'intercorrélation.

9. Appareil destiné a fournir un signal audio, I'appareil comprenant:

une entrée pour recevoir un signal audio,
un codeur selon la revendication 8 pour coder le signal audio, afin d’obtenir un signal audio codé, et
une sortie pour fournir le signal audio codé.

10. Signal audio codé, le signal comprenant:

un signal monophonique comprenant une combinaison d’au moins deux canaux audios, et

un ensemble de parameétres spatiaux indicatif de propriétés spatiales des au moins deux canaux audios d’entrée,
I'ensemble de paramétres spatiaux comprenant un parameétre représentant une mesure de la ressemblance
de formes d’onde des au moins deux canaux audios d’entrée, caractérisé en ce que

la mesure de ressemblance correspond a une valeur d’'une fonction d'intercorrélation lors d’'un maximum de
ladite fonction d'intercorrélation.

11. Support de mémoire sur lequel est mémorisé un signal codé selon la revendication 10.

12. Procédé de décodage d’'un signal audio codé, le procédé comprenant:

I'obtention (210) d’'un signal monophonique (S) a partir du signal audio codé (203), le signal monophonique
comprenant une combinaison d’au moins deux canaux audios (L,R),

I'obtention (210) d’un ensemble de parametres spatiaux (P) a partir du signal audio codé, et

la génération (211) d'un signal de sortie multicanal & partir du signal monophonique et des paramétres spatiaux,
'ensemble de paramétres spatiaux comprenant un parameétre représentant une mesure de la ressemblance
de formes d'onde du signal de sortie multicanal, caractérisé en ce que

la mesure de ressemblance correspond a une valeur d’une fonction d’intercorrélation lors d’'un maximum de
ladite fonction d'intercorrélation du signal de sortie multicanal.

13. Décodeur (202) pour décoder un signal audio codé, le décodeur comprenant

des moyens (210) pour obtenir un signal monophonique a partir du signal audio codé, le signal monophonique
(S) comprenant une combinaison d’au moins deux canaux audios (L, R), et

des moyens (210) pour obtenir un ensemble de parametres spatiaux (P) a partir du signal audio codé, et

des moyens pour générer (211) un signal de sortie multicanal a partir du signal monophonique et des parametres
spatiaux, 'ensemble de paramétres spatiaux comprenant un parameétre représentant une mesure de la res-
semblance de formes d’'onde du signal de sortie multicanal, caractérisé en ce que

la mesure de ressemblance correspond a une valeur d’'une fonction d'intercorrélation lors d’'un maximum de
ladite fonction d'intercorrélation du signal de sortie multicanal.

14. Appareil pour fournir un signal audio décodé, I'appareil comprenant:

une entrée pour recevoir un signal audio codé,
un décodeur selon la revendication 13 pour décoder le signal audio codé, afin d'obtenir un signal de sortie
multicanal, et
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une sortie pour fournir ou pour reproduire le signal de sortie multicanal.
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